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Abstract

We introduce and study search problems for collections of mobile robots. Throughout our work, we consider cases where robots may experience various type of faults, which may hinder the progress of the algorithm and require novel ways to solve the problem. We first discuss the search and exploration problem in the Euclidean plane, where a group of $k$ robots with various maximal speeds, among which up to $f$ may be faulty, have to discover a target and gather at its location, using various communication models. We then discuss the problem of search for a non-adversarial, uncooperative robot on the cycle, based on various premisses regarding the information available to the robots. We also consider the evacuation problem on the disc in the presence of faulty robots. In the evacuation problem, the robot finding a target point (exit) on the boundary of the environment must communicate it to other robots, which then all need to move to the exit (evacuate). Finally, we consider the problem of exploring various types of graphs in the presence of time constraints: each node has to be visited before a certain moment in time for the algorithm to succeed. We discuss the complexity of the exploration, based on the number of robots, the presence or absence of faults, and the topology of the graph.

For all problems, we introduce algorithms to solve the problem, and discuss their efficiency.
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Chapter 1

Introduction

1.1 Motivation

The area of search problems using mobile robots\(^1\) is well-studied in the realm of theoretical computer science, from classical algorithms such as Dijkstra’s algorithm to find the shortest path to the famous Traveling Salesperson Problem. Those have direct real-world applications, be it to find the fastest route for a car trip, as is implemented by software such as Google Map, or the best way for a postman to complete their itinerary. The case of exploration of geometrical environments is itself well-studied and has a plethora of real-world applications, ranging from patrolling of an area using unmanned aerial vehicles (UAV) to exploration of new environments, such as the exploration by the Mars Rover. It is but a natural extension to this setting to consider faulty agents: robots in charge of any given exploration may stop working, or provide unreliable data at any time. Under more adversarial conditions, a robot may be hacked by an adversary and start acting erratically or contrary to the intention of its original programming. As such, building for resilience is a necessary form of

\(^1\)In this thesis, the words robot and agent are used indiscriminately.
precaution in many real-world areas. This is reflected in our theoretical world by discussing problems where agents may experience crash-faults and Byzantine faults.

1.2 Objective and Methodology

The purpose of this thesis will be to study various exploration problems using mobile agents. For these problems, we intend to find algorithms that solve the problem using optimal resources (time, number of steps, number of required agents, percentage of the agents that have to be reliable, etc.), and to establish their efficiency using lower and upper bound proofs.

An algorithm solves an exploration problem by producing a schedule that will be followed by the agents. This schedule has to ensure that the objective of the problem is met (be it complete exploration, rendezvous, evacuation, etc.), with respect to the constraints of the problem. Our goal is to achieve efficiency, which can be defined as minimal usage of time, of the agent's energy, or in certain cases, a competitive ratio, which is defined as the ratio between the total cost required by an on-line algorithm and the best-case cost to solve the problem offline. We focus on the correctness of produced schedules, and on the efficiency (and sometimes optimality) of said schedules. We also discuss the correctness and efficiency of the algorithms producing those schedules.

The methods used to offer these solutions include oracle and adversarial arguments, proofs of NP-Completeness by Karp reduction, proofs by induction and contradiction and proof by exhaustive consideration of all possible cases.
1.3 Models Studied

The work presented in this thesis revolves around a few main concepts: mobile agents, searching, tolerance to faults and communication.

All our work is related to the use of mobile agents. In this thesis, we use the terms "mobile agent" and "robot" indiscriminately. It refers to an entity modelled as a single point in the geometric environment. A mobile agent has four main capabilities: (1) movement: an agent may traverse the environment in which it is located; (2) perception: a mobile agent is equipped with sensors that allow it to register information located in its environment; (3) computation: an agent can make independent calculations. In this thesis, we assume that an agent has access to unlimited memory; (4) communication: depending on the model, an agent is either equipped with a device similar to a broadcasting station, that allows it to communicate wirelessly with every other agent, or a simple device that allows it to exchange information when at some time it is located at the same point of the environment as another agent.

The main objective of the algorithms presented here is to search the environment for a given target. In a part of our work, this target is mobile, and in other parts, it is motionless. The search may be conducted by multiple robots, and it may be required that every robot completes the search for the algorithm to accomplish its goal. Search differs from exploration in the sense that it does not always require for a single robot or a group of robots to visit every point of the environment (which may, in some cases, be infinite). A part of our work focuses on evacuation, which is sometimes referred to as group search.

Every part of this work includes robots that may be faulty, to a various degree. Three main type of faults are discussed in this paper: uncooperative, crash faults and byzantine faults. An uncooperative robot is completely outside the control of
the algorithm, and though it will not try to hamper the progress of the algorithm, it will not help it in any way either. Specifically, we use the concept of bus: a non-adversarial, uncooperative mobile agent that moves at its maximum speed along a predefined route. It does not deviate from its path, nor slow down for any reason. A robot experiencing crash fault may stop working at any moment, as chosen by an adversary. The robot may stop moving, communicating, searching or listening to other robots' communication. It does not, however, gain additional capabilities, such as the capability to transmit false information. A robot experiencing byzantine faults is similar to a robot experiencing crash faults, but also has the capability to transmit false information, deviate from its assigned path, stop exploring or stop communicating. When communicating, however, we consider that all information given by the robot is signed to its identity. It is therefore impossible for the robot to pretend to be another agent. A byzantine robot will act in an adversarial way, trying to hamper the progress of the algorithm to the best of its capacities. The objective of the algorithms presented in this thesis is to build a resilience to those faults. We use the term "reliable robot" to refer to a robot that does not experience faults.

Our algorithms consider two main communication models: the face-to-face (F2F) and the wireless communication model. In the face-to-face communication setting, agents may exchange any amount of information at no cost (instantaneous communication), but only when at the same moment in time they are located at the same point in the environment, whereas in the wireless communication setting, agents may exchange any amount of information at no cost (instantaneous communication), regardless of the respective location of the agents in the environment.
1.4 Thesis Results

The purpose of this thesis is to study various exploration problems using a group of $k$ mobile robots. We are particularly interested in the scenario where some robots are unreliable, i.e. $f < k$ robots may experience faults.

In the first part of our work, a collection of $k$ robots, initially placed at the origin of the plane, are searching for a stationary target. Each robot $r_i$ has a unit visibility range and can move no faster than its maximal speed $v_i$, for $i = 1, 2, \ldots, k$. We consider two communication models: wireless, in which a message sent by a robot can reach all other robots immediately, regardless of their positions, and face-to-face, in which robots can only exchange information when they are meeting. We assume that up to $f < k$ robots may be unreliable. We consider two models of unreliability: (1) crash faults, in which we deal with an absence of some of the robots' capacities (communication, perception, motion, etc.), and (2) Byzantine faults, in which the robots may be malicious in that they may lie (e.g., transmitting wrong information).

The goal is to minimize the group search (also known as evacuation) time, which is equal to the time of arrival to the target of the last reliable robot. This is expressed as a function of $d$, the distance from the origin to the target.

Our proposed algorithms for crash faults are asymptotically optimal in $d$ in both communication models. For byzantine faults, we propose an algorithm which is asymptotically optimal for the wireless model. In the F2F model, we propose two algorithms: the first one has a competitive ratio of 2, while the second algorithm works for $k \geq 2f + 2$ and is optimal when the robots' speeds are all equal.

Our results also extend to the traditional search model which measures the time of arrival to the target of the first reliable robot.

The second part of our work assumes that $k$ robots are placed on the perimeter of
a unit (radius) disk at a position of our choosing and can move with maximum speed $s$ along the perimeter of the cycle. The robots are searching for the moving bus but do not know its exact location; during the search the robots can move anywhere on the perimeter of the cycle and can communicate wirelessly. We give algorithms which minimize the worst-case search time required for at least one of the robots to find the bus.

We obtain the following results for one robot. 1) If the robot knows the speed $s$ of the bus but does not know its direction of movement then the optimal search time is shown to be exactly $1a)$ $2\pi/s$ if $s \geq 1$, $1b)$ $4\pi/(s + 1)$ if $1/3 \leq s \leq 1$, and $1c)$ $2\pi/(1-s)$ if $s \leq 1/3$. 2) If the robot does not know neither the speed nor the direction of movement of the bus then there is an algorithm with search time $2\pi(1 + \frac{1}{s+1})$, and for any $\epsilon > 0$, it is possible to assign a speed $s$ to the bus such that no algorithm can achieve rendezvous with the bus in time less than $4\pi - \frac{\epsilon}{2}$.

We also generalize these results to $k \geq 2$ robots and prove analogous tight upper and lower bounds depending on the knowledge the robots have about the speed and direction of movement of the bus, provided that the robots can communicate wirelessly.

The third part of our work considers the evacuation problem on a circle for three robots, at most one of which is faulty. The three robots search for an exit placed at an unknown location on the perimeter of the circle. During the search, robots can communicate wirelessly at any distance. The goal is to minimize the time it takes the last non-faulty robot to reach the exit.

Our main contributions are two highly efficient and non intuitive evacuation protocols for the non-faulty robots to reach the exit in two well-studied fault-models, Crash and Byzantine. Moreover, we complement our positive results by lower bounds
in both models. A summary of our results reads as follows:

- **Case of Crash Faults:** Lower Bound $\approx 5.082$; Upper Bound $\approx 6.309$,

- **Case of Byzantine Faults:** Lower Bound $\approx 5.948$; Upper Bound $\approx 6.921$,

For comparison, it is known (see [56]) that in the case of three non-faulty robots with wireless communication we have a lower bound of 4.159, and an upper bound of 4.219 for evacuation, while for two non-faulty robots $1 + 2\pi/3 + \sqrt{3} \approx 4.779$ is a tight upper and lower bound for evacuation.

In the fourth part of this thesis, a graph environment must be explored by a collection of mobile robots. Some of the robots, a priori unknown, may turn out to be unreliable. The graph is weighted and each node is assigned a deadline. The exploration is successful if each node of the graph is visited before its deadline by a reliable robot. The edge weight corresponds to the time needed by a robot to traverse the edge. Given the number of robots which may crash, is it possible to design an algorithm, which will always guarantee the exploration, independently of the choice of the subset of unreliable robots by the adversary? We find the optimal time, during which the graph may be explored. Our approach permits to find the maximal number of robots, which may turn out to be unreliable, and the graph is still guaranteed to be explored.

We concentrate on line graphs and rings, for which we give positive results. We start with the case of collections involving only reliable robots. We give algorithms which find the optimal times needed for exploration when the robots are assigned to fixed initial positions as well as when such starting positions may be determined by the algorithm. We extend our consideration to the case when some number of robots may be unreliable. Our most surprising result is that solving the line exploration problem with robots at given positions, which may involve crash-faulty ones, is NP-
hard, while the same problem has polynomial solutions for a ring and for the case when the initial positions of the robots on the line are arbitrary.

The exploration problem is shown to be NP-hard for star graphs, even when the collection consists of only two reliable robots.

1.5 Thesis Outline

In chapter 2, we introduce a survey of the literature concerning mobile agents. We further divided the chapter according to the main focus of the papers surveyed, starting with general search and exploration problems. We then discuss search and exploration using multiple robots. Next, we survey rendezvous and gathering games, then introduce papers where the environment may change over time. We then present a section attempting to introduce the most important variations of problems involving search by multiple robots, and discuss the state of the art for those problems. We finally discuss some practical applications of this research.

In chapter 3, we introduce the exploration of the plane with multiple robots. We first discuss the case of non-faulty robots, then extend our model to include crash-faults, and finally, byzantine faults. For all cases, we discuss both the face-to-face and the wireless communication model. Algorithms as well as upper and lower bounds are presented for all cases.

In chapter 4, we discuss the problem of searching a ring for a non-adversarial, uncooperative mobile agent. We first discuss the case of search using a single robot, then generalise this situation to multiple robots, providing algorithms and bounds based on various conditions (prior knowledge of the speed of the bus relative to the speed of the robot; prior knowledge of the direction; number of robots at our disposal).

In chapter 5, we discuss the problem of evacuating a disc in the presence of faulty
robots. We consider the case of 3 robots, one of which can be either crash faulty or byzantine faulty, under the wireless communication model. For both fault models, we provide proofs of lower bounds, and non-trivial efficient algorithms.

In chapter 6, we discuss the problem of exploring graphs with time constraints by unreliable robots. We start by providing an algorithm based on dynamic programming to offer a solution to the problem of a single robot on the line, then apply the same logic to multiple robots on the line, for both given and arbitrary starting positions. We then discuss the case where some robots may experience crash faults. We discuss the ring environment and prove that such an exploration on graphs as simple as the star graph in NP-hard.

In chapter 7, we conclude and discuss open problems and interesting variations to the situations we presented in this thesis.

1.6 Publications

Publications upon which this thesis is based

Referred Conference Papers


ments for Wireless Networks, September 7-8, Vienna, Austria, Springer LNCS.
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Chapter 2

Survey of Literature

2.1 Introduction

The exploration problem has been central in the world of theoretical computer science for the past fifty years. This problem has known plenty of variations. In its most simple form, a single robot is exploring either a geometric environment or a graph in search of a treasure hidden somewhere within the environment. A very similar problem is often to explore the environment in its totality. In this survey, we will consider the exploration problem and some of its most popular variations.

2.2 Searching and Exploration by a Single Robot

The simplest variation of the exploration problem considers a single robot in an environment that can either be a graph (e.g. ring, tree, general graph) or a geometric environment (two-dimensional space, sometimes represented as polygons or a grid) is tasked with the exploration of the totality of this environment, sometimes with the purpose of drawing a map of this environment.
In some variations of this problem, the entire map of the environment can’t be drawn, and the knowledge of the environment is then given by a so-called *quotient graph* (a quotient graph regroups all nodes in sets of equivalence classes, which in certain variations of the exploration problem is the most information a robot exploring an unknown graph environment can gather). In some instances of the problem, this exploration includes the traversal of all edges of a graph; in others, the visitation of all nodes is sufficient. In a geometric environment, a robot has an additional attribute: visibility. This visibility can either be unitary (or otherwise limited) or unlimited.

The efficiency of algorithms proposed use mostly two metrics: the number of edges traversed, and the amount of memory required by a robot.

### 2.2.1 Graph Environment

In the graph environment, the exploration problem is usually resolved when the robot has explored all edges of the graph. The common measure of efficiency of a given algorithm is its competitive ratio: the ratio between the amount of edge traversals required by an agent following the algorithm and the minimal amount of edge traversals required by an robot with perfect knowledge of the environment.

In [83], a single robot has for goal the exploration of a directed, strongly connected graph. The robot is able to differentiate a new point from one it has already visited, and can correctly identify the degree of each node it visits. The efficiency of the algorithm is measured by the ratio of edge traversed without prior knowledge of the graph compared to the minimal amount of edge traversals required with knowledge of the graph. The authors of [83] provide a tight bound of 2 for Eulerian graphs, and prove that this ratio is unbounded when the deficiency (the smallest number of edges that have to be added to the graph in order to make it Eulerian) of the graph is
unbounded. The authors also provide an algorithm with a number of edge traversals that is exponential in the deficiency of the graph.

A different measure of the efficiency of the algorithm is used in [112], where the efficiency of a robot exploring all edges of a directed, strongly connected graph is measured using a competitive ratio between the number of edges traversed by the robot and the minimal number of edge traversals required by a robot with full knowledge of the graph. The authors claim to introduce the first deterministic online algorithm with a competitive ratio polynomial in \( d \) the deficiency of the graph.

[88] considers the task of exploring all edges of an undirected connected graph by a single robot traversing as few edges as possible. The quality of a given algorithm is measured by the ratio between the number of edges traversed and the minimal number of edge traversals given knowledge of the graph. Such a ratio is referred to as the overhead of the algorithm for a given class of graphs when maximised over all possible starting nodes of the graph for this given class of graphs. The paper considers three possible scenarios: in the first one, the robot knows nothing about the graph; in the second, the robot has an isometric map of the graph without specification about the starting point; and in the third one, the robot is also aware of its starting point. For various classes of graphs, an algorithm is provided, often with an optimal overhead.

The first sub-exponential algorithm to explore an unknown environment represented as a directed, strongly connected graph is provided in [4], where an algorithm with a bound of \( d^{O(\log d)} m \) is provided, with \( d \) the deficiency of the graph and \( m \) the number of edges. The authors also show that their algorithm is optimal by proving a matching lower bound for this variation of the exploration problem.

Simple Depth-First search (DFS) algorithms have been used to explore graphs in [166], with the number of edge traversals used as a measure for the efficiency of the
algorithm. They establish an upper bound of $\min(mn, dn^2 + m)$ edge traversals, with $d$ being the deficiency of the graph, $m$ edges and $n$ nodes.

DFS algorithms are also used in [128], where a robot has to solve the exploration problem (traverse all edges) in an unlabelled graph with no prior knowledge of the graph. In particular, there is no knowledge about the size of the graph. It is shown that a robot with constant memory $K$ is unable to explore certain graphs with a maximum degree $d|d \geq 3$ and $K+1$ nodes. Moreover, a robot needs at least $\Omega(D \log d)$ bits of memory to explore a graph of diameter $D$ and maximum degree $d$, and this is a tight bound.

In [93], the task of exploring a tree of maximum degree $\Delta$ is given to a robot that has a limited memory. It is observed that $O(\log \Delta)$ bits of memory are required to explore such tree if stopping is not required (that is, the robot does not have to stop at the completion of the exploration). If stopping is required, it is shown that bounded memory is not sufficient. Moreover, the authors show that $\Omega(\log \log \log n)$ bits of memory are required for some trees with $n$ vertices. Finally, the paper considers a variation of the problem where the robot has to return to its starting node after exploration, and show that at least $\Omega(\log n)$ bits of memory are required to do so. An algorithm that matches this bound is provided in [138], thus solving the exploration of trees with $O(\log n)$ bits of memory.

The exploration problem is presented in a different light in [195], under the name of Chinese Postman Problem (CPP), and a variation for directed graph, the Directed Chinese Postman Problem (DPP). The standard definition of this problem requires for the agent to return to its original position after exploring all of the edges; the paper also introduces the Open Chinese Postman Problem, where the requirement of returning to the original position is dropped. The paper offers algorithms that resolves all those problems, but without optimising the amount of memory used.
Memory concerns are considered in [127], where it is shown, for a directed graph with \( n \) nodes of maximum out-degree \( d \), that a minimum of \( \Omega(n \log d) \) bits of memory are required by an agent to complete the exploration of the graph. The paper provides an algorithm that solves the problem with \( O(nd \log n) \) bits.

In [39], a robot in an undirected graph has to visit all edges, then return to its starting point. The efficiency of the algorithm is measured by the number of edges traversed. Alternatively, the efficiency is measured by the minimal amount of memory required by the robot. In this paper, the robot knows a bound \( n \) on the size of the graph, and a bound \( d \) on the maximal degree of a node. The paper offers two algorithms, both aiming to improve the upper bound established in [65]. The first algorithm aims at a minimal number of edge traversals while the second tries to minimise the required amount of memory for the robot. Both algorithms represent an improvement compared to the upper bound established in [65].

[86] explores the information required by a robot in order to draw a complete or partial map of a graph. A complete map of a graph is understood to be an isomorphic copy of the map including its port numbers, and a partial map is understood to be a spanning tree with port numbers. The robot is forced to use a deterministic algorithm, and is unable to mark nodes in any way. It is proven that this map drawing is possible without further information if the graph is a tree. Otherwise, some bits of information, called advice, are required for the robot to construct either the complete or partial map. The paper establishes that the minimal size of the advice is linked to the number of nodes \( n \) of the graph, the number of edges \( m \) of the graph, and the multiplicity \( \mu \) of the graph, that is, the number of nodes that have an identical view of the graph. Bounds on the minimal size of the advice for both the construction of a partial and complete map are provided. Tight bounds are provided for \( \mu = 1 \).

In [177], a robot in a connected weighted unlabelled undirected unknown graph
has to visit all nodes of the graph, without necessarily having to visit all edges. The robot only learns the weight of all edges when it is located in a node adjacent to those edges. The paper builds upon the work of [148], that presented an improved DFS algorithm that was 16-competitive on planar graphs. [177] prove that the aforementioned algorithm does not have constant competitive ratio on general graphs. Furthermore, the paper provides a constant competitive algorithm for general graphs with a bounded number of distinct weights.

### 2.2.2 Geometric Environment

In an interesting amalgam between the exploration problem and the illumination problem, [153] considers the problem of a single robot starting at an arbitrary vertex of a polygon and trying to find the shortest path inside the polygon that reaches a different arbitrary vertex, and provide an algorithm that is linear in the shortest distance between those two vertices, while also providing a 1.41 competitive ratio as a lower bound (the quotient between the distance travelled by the algorithm and the shortest path for their problem given knowledge of the environment).

A very similar problem was studied in [82], where an agent is tasked with the creation of the map of a room filled with obstacles. The proposed algorithm is measured by the competitive ratios between the distance required by the algorithm and the optimal distance, given knowledge of the environment. They show that there are no algorithms guaranteeing a competitive ratio for general rooms with obstacles, yet provide an algorithm for a room with a bounded number of obstacles. This bound is further improved in [154], which also provides an algorithm that is within a constant factor of optimal in the worse-case for arbitrary rooms with unbounded number of polygons.
[64] explores a similar problem: a robot has to explore a terrain with obstacles, both represented as polygons. Two scenarios are considered: in the first one, the robot has unlimited vision (though blocked by obstacles) whereas in the second one, the robot has a unitary vision range. The robot is tasked with the full exploration of the environment, and the efficiency of the algorithm used is measured based on the length of the trajectory of the robot. For both cases, an upper bound and tight lower bound are provided.

An interesting twist to this problem is considered in [155], where a robot attempts to localise itself in a geometric environment priorly known. They refer to this problem as the location problem, and builds upon the algorithms provided in [11]. The article also raises the question of landmark placement in an environment in order to simplify further attempts at localisation. A landmark is a point in the environment that can be used by a robot to localise itself. The algorithm provided in the paper is asymptotically better than the one discussed in [11].

The concept of unknown environment with landmarks is referred to as the boundary place graph in [194]. Using an algorithm that focuses on incremental construction of the environment, the authors manage to identify all landmarks in the environment. The algorithm described in the paper has been implemented in a mobile robots platform, thus proving the possibility to correctly explore an environment without the need for GPS-like systems or metric representation of the environment.

The search for a target located at an unknown location in a one-dimensional environment (the line) is known as the cow-path problem, or linear search problem, as introduced in [19], which proves that a minimum distance of $\Omega(9d)$, with $d$ the original distance between the robot and a treasure, is required for a robot on a line to find the treasure.

The problem of exploration on the line by a single robot is considered in [81]
with an additional assumption: whereas most algorithms allow the robot to change its direction without cost, this paper adds a cost of $d$ to each change of direction of the robot. An algorithm solving the problem in cost $9 \cdot OPT + 2d$, with $OPT$ the optimal time with knowledge of the location of the target. The notion of turn cost is also applied to exploration on the star graph, and an algorithm solving this problem in optimal time is provided, with matching lower bound. Randomised strategies are discussed.

[149] considers randomised solutions to this problem, and conclude that the random algorithm they provide is optimal, using the total distance covered by the robot as measurement for the performance of their algorithm. The authors furthermore observe that their algorithm is almost twice as efficient as any deterministic algorithm.

A lower bound of $\Omega(\sqrt{n})$-competitive is proven for both deterministic and randomised algorithms in polygonal environments in [5], and is generalised to tri-dimensional rectilinear polyhedra without obstacles.

Simple greedy algorithms are used to explore unknown terrains in [156], and even though they do not yield optimal results (as is to be expected), they offer acceptable results. The authors discuss applications and advantages of the usage of such an algorithm, and observe that it can take advantage of prior knowledge of the environment, and offer the possibility to be applied to multiple robots acting in cooperation.

An A* approximation algorithm is used in [172] to determine the path followed by a robot with limited visibility in an unknown environment discretised as a two-dimensional grid. Experimental results are provided to discuss the efficiency of the algorithm.
2.3 Collective Search and Exploration

The search and exploration problems were studied under many variations, and some of those involve multiple robots. The classical problem of exploration can be modified by the addition of one or more robots. Sometimes, a graph that could not be entirely mapped with the use of a single robot can now be completely recognised by a team of collaborating robots. The presence of multiple robots allows for various strategies, such as the introduction of immovable robots that serve as markers to help another robots orientate in a given environment. Those immovable robots are often referred to as pebbles, or sometimes, when they can store and share information, as whiteboards. The presence of multiple robots introduces a new variable for the studied problem, that is, the communication between autonomous robots. The four most studied variations of a communication model are the face-to-face communication, where robots can only share information when they are located at the exact same location; the wireless communication, where robots can freely exchange communication with no regard to their respective location; the pebble communication, where robots are unable to communicate, but may leave markers on the ground that contain no information; and finally, the whiteboard communication, where robots may leave markers on the ground that do contain a certain amount of information that can be read by other robots.

The ring environment is discussed in [114], where a group of \( k \) identical robots are tasked with the exploration of all nodes of a ring of size \( n \). In this model, robots are equipped with sensors, but are unable to communicate. Each node must be visited by at least one robot, and all robots must decide to remain idle for the algorithm to be completed. It is shown that this problem is impossible if \( k \) and \( n \) are co-prime (the only common divisor between \( k \) and \( n \) is 1). The authors also show that the
minimum number of robots required to explore a ring of size \( n \) is \( O(\log n) \).

[22] considers the exploration of a graph environment with two robots, and provide an algorithm, called the homing-sequence algorithm, to accomplish this in a time that is polynomial in \( n \) the number of nodes. They compare the performances of this algorithm to a random walk algorithm, and conclude that the random algorithm has better performances than the homing-sequence algorithm.

In [99], a group of robots equipped with wireless communication are tasked with the exploration of all nodes in a graph, and must then return to their initial position. The robots have no prior knowledge of the graph. The efficiency of the algorithm is given by the competitive ratio between the total time required by the algorithm and the smallest amount of time required, given knowledge of the graph. A lower bound of \( \Omega(\log k / \log \log k) \) with \( k \) the number of robots is introduced for the competitive ratio of any given deterministic algorithms. Using the number of edges traversed instead of the elapsed time, the authors present an algorithm with a competitive ratio of \( (4 - 2/k) \) on trees.

A linear algorithm for the exploration of all nodes of a graph by a group of robots is provided in [84]. More precisely, the paper considers a scenario in which a group of robots can explore a \( n \)-node graph located at a distance at most \( D \) of the starting point of the robots in \( O(D) \), if the number of agents \( k \) is polynomial in \( D \) and \( n \) \((k = Dn^{1+\epsilon} < n^{2+\epsilon} \) for any \( \epsilon > 0 \)). This algorithm works even with a local communication model in which robots can only exchange information when they are located at the same node.

[132] classifies decision problems for multiple robots in a graph environment using deterministic algorithms. It is proven that the class of all problems that can be verified with a certificate is much wider than the class of all decidable problems in this context, and the paper shows the existence of a Mobile-Agent Verifiable-complete
problem.

An alternative communication model is discussed in [189], where robots with wireless communication have a limited range of communication. An algorithm based on a distributed bidding model is introduced, using two measures: (1) the distance between robots, and (2) a map synchronisation mechanism; both of which are meant to reduce the amount of information exchanged between robots. Simulations are used to measure the efficiency of the algorithm.

A similar bidding model is used in [165], to the difference that in this paper, communication is impossible between robots. More so, [165] is concerned with collision between robots, and the bidding value function used to determine the path of all robots also aims at avoiding collisions.

### 2.3.1 Exploration Using Pebbles and Whiteboards

A popular variation of the exploration problem sets either a single robot or a group of robots in a graph environment that they must fully explore. In addition to their own capabilities, robots can be equipped with one or more pebbles: movable devices that are used to uniquely identify a node or an edge. Alternatively, an environment in which every node is equipped with a whiteboard is considered. Pebbles were a single unary bit of information; whiteboards serve as bookkeeping devices, and as such, are able to conserve a certain number of bits of information.

The problem of graph exploration using a single robot equipped with pebbles is discussed in [21]. The paper considers an unlabelled strongly connected directed general graph. It is shown that robot with knowledge of an upper bound on the number of nodes of the graph can explore it using only one pebble. If this assumption is dropped (that is, the robot has no prior knowledge of the graph), then at least
\( \Omega(\log \log n) \) pebbles are required and are sufficient for the complete exploration of the graph.

[129] first considers the problem of exploration of all edges of a graph with a group \( q \) of non-collaborative \( K \)-state robots, and show that there is a graph of size \( O(qK) \) that cannot be explored by any robot from the group. By applying this principle, the authors consider the problem of exploration with stop (the robot has to stop its exploration once it is done), and provide the robot with a single pebble. For graphs of size at most \( n \), a robot with \( \Omega(\log n) \) bits of memory can solve the exploration problem with stop. The authors also prove that there is an algorithm to solve the exploration problem with stop requiring a robot with \( O(D \log \Delta) \) bits of memory, with \( D \) the diameter of the graph and \( \Delta \) the maximal node-degree in the graph.

[96] considers the exploration of a graph by a single robot equipped with one or more pebbles in the absence of any further information about the graph, and provide experimental results to show the correctness of the exploration algorithm provided.

A variation on the standard pebble model is presented in [24], where a single robot represented as a Finite State Automaton is tasked with the exploration of an unknown directed graph. Rather than placing a pebble, however, the robot can, at every node, place a pebble on one of the exit ports of the nodes, thus serving as traffic signals. Two algorithms are studied: the first one solving the exploration in \( O(|V||E|) \) edge traversals; and the second one traversing every edge three times.

In [127], it is established that a robot with no memory is unable to achieve the exploration of a directed graph. In order to alleviate this problem, the authors provide an algorithm that adds to every node of out-degree \( d \) a whiteboard with a memory of size \( O(\log d) \), and prove that this bound is tight for an agent with constant-size memory.

The exploration of a graph by a group of robots with the help of whiteboards which
serve as communication devices is considered in [33]. Tree and graph exploration are examined and results are corroborated with simulation results. In this paper, whiteboards are not immovable devices fixed at a given node, but are rather devices that can be moved freely by the robots and can be dropped at any node.

A slight variation of the exploration with whiteboard problem is presented in [75]. In this instance of the problem, a group of \( k \) robots have to build identically labelled maps of a \( n \)-nodes graph. They are unable to communicate directly, but can freely read and write on whiteboards located at every node. In some cases, this problem is shown to be unsolvable. An algorithm that solves the problem is presented under the assumption that \( n \) and \( k \) are co-prime.

[76] is also interested in the problem of common map building by a group of robots in an unknown graph. The paper provides the robots with either the number of nodes \( n \) in the graph, or the number of robots \( k \). The efficiency of an algorithm is measured by the total number of edge traversals by all the robots. Respecting the condition established in [75] that \( n \) and \( k \) have to be co-prime, the algorithm provided solves the problem in \( O(km) \) with \( m \) the number of edges of the graph.

The exploration of the tree by a group of robots is considered in [126]. It is stated that scheduling an optimal collective exploration is NP-Hard, even when the tree is known. Algorithms are provided for the exploration by a group of robots under three conditions: in the first one, robots benefit from perfect wireless communication; in the second one, robots can use whiteboards located at every node to communicate; and in the third one, robots are completely unable to exchange information.
2.3.2 ANTS

The problem of *Ants Nearby Treasure Search* (ANTS), first introduced in [110], is a generalisation of the cow-path problem. The authors of [110] describe the problem as follows: a group of $k$ identical agents are initially placed at the origin of a two-dimensional infinite grid. Somewhere on this grid, at distance $D$ of the starting position is a treasure hidden by an adversary. The objective of any given algorithm is to find this treasure as fast as possible. Communication settings vary, but are generally limited; sometimes communication is altogether impossible. The robots do not necessarily start the execution of their algorithm at the same time. In this first paper, the authors show that the time required to find the treasure is $\Omega(D + D^2/k)$, and they provide an algorithm that matches this bound under the condition that the robots are aware of the value of $k$. They also present a tight bound for the competitive penalty that must be paid to compensate for the lack of knowledge of $k$ by the robots.

A variation of the ANTS problem is provided in [106] and [105], where the robots are represented as asynchronous randomised Finite State Automaton: they possess constant-size memory, and can communicate locally (when two robots are at the same point of the grid) through constant-size messages. They show that those restrictions do not diminish the performance of the robots, and provide an algorithm that matches the bound provided in [110]. This variation is further explored in [103], where the minimum number of robots required to accomplish various exploration scenarios are discussed. Those scenarios consider different computational capabilities for the robots, as well as different timing parameters. For all scenarios, upper and lower bounds are provided.

Communication between robots is further restricted in [179], where the only form of communication allowed is *loneliness detection*, where a robot located at a node is
able to tell whether it is alone or shares the node with one or more other robot. In this context, robots are still represented as Finite State Automaton, thus possessing constant-size memory. An algorithm solving the ANTS problem under such circumstances is provided, finding the treasure in time $O(D \log k + D^2/k)$, thus beating the lower bound for agents that are unable to communicate.

[108] explores the relationship between the memory of the robots and the running time performances of the algorithm. More specifically, for various time performances, the paper establishes a lower bound on the memory size of the robot.

A new metric to evaluate the performance of an algorithm is introduced in [171]. This metric, called the selection complexity, represents how likely a given algorithmic strategy is to arise in nature due to selective pressures[171]. For this metric, an algorithm working in asymptotically optimal time, taking the fineness of available probabilities into account.

A variation of the problem called ant colony house-hunting is introduced in [139]. The objective of the algorithm is to explore a terrain nearby the origin in order to find a location that is regarded as "best". In order to do this, all robots must share the task of exploring the environment, then come to a consensus and move to the chosen location. The paper shows that a time of at least $\Omega(\log n)$ with $n$ the number of robots is required for the formation of a consensus. Two algorithms are provided to solve this problem: the first one runs in optimal time $O(\log n)$, but is described as non characteristic of natural ant behaviour. The second one runs in time $O(k \log n)$ and is simpler and closer to the natural behaviour of ants.

Animal metaphors similar to the ANTS problem are used in [202], where a group of robots equipped with constant-size memory is tasked with the cleaning of a dirty floor represented as a non-convex region of $Z^2$ that may include obstacles. Interestingly, in this scenario, the only mean of communication of the robots is the cleanness of the
floor itself. Experimental results are provided.

At the intersection between ANTS problems and problems using whiteboards is [1]: in this paper, $k$ robots modelled as either Finite State Automata or Turing Machines located at the origin of an infinite two-dimensional grid are tasked with the identification of a treasure hidden at a distance $D$ from their starting location. Each robot is able to place information, referred to as pheromone, at its current location. This pheromone can then be read by other robots, thus allowing communication. For robots modelled as FSM, $\Omega(D)$ pheromones are needed for the identification of the treasure; this bound lowers to $\Omega(k)$ when the robots are modelled as TM. Algorithms matching those bounds are provided, and solve the problem in $O(D + D^2/k)$, which is proven to be optimal. The pheromones are also used as fault-tolerance mechanism, which will be discussed later on.

Faults are introduced in the ANTS problem in [192] and [104]. In this variation of the problem, up to $f$ robots may be faulty and stop working at an arbitrary time. The authors present an algorithm that is able to detect and recover from failures, and that performs in time $O(D + D^2/n + Df)$ with $D$ the distance to the treasure and $n$ the number of robots.

[10] adapt the exploration problem to require one more step before the completion of any algorithm. Once robots have identified their target on the grid, they must communicate this information to other robots, then transport the treasure back to the nest. Five algorithms are provided for the exploration phase, and their competitive ratio is discussed. Simulation data is provided to support findings.
2.4 Search, Rendezvous and Gathering Games

One of the most common variation of the group search problem is the rendezvous problem [7]. In the rendezvous problem, two agents located at distinct starting position are tasked with meeting one another. This is significantly different from the exploration problem, where the target was immovable, or from the cops and robbers problem (discussed later), where the target is actively trying to avoid being caught. In this variation of the problem, both agents collaborate in order to ensure a meeting. This problem has been studied under many variations: graph and geometric environment, synchronous and asynchronous movements of the robots, variable starting time and moment of apparition in the environment, memory restrictions for the robots, presence or absence of a common compass, randomised or deterministic algorithms, and limited visibility in the geometric environment are some of the most common variations. The problem of ensuring a meeting between $n$ robots is known as the gathering problem.

2.4.1 Rendezvous and Gathering

[131] studies the amount of memory that is required for two robots to meet in a tree. It is first established that rendezvous is only possible if the initial position of the agents is not symmetrical. For a tree of size $n$, it is shown that $\Theta(\log n)$ bits are required and sufficient to ensure the rendezvous. The paper further shows that it is impossible for two robots represented as Finite State Automaton to rendezvous in all bounded degree trees.

In [16], two asynchronous robots are located in an infinite grid of dimension $\delta > 0$ embedded in the Euclidean space. Both robots share a common compass and are both equipped with a GPS-like device - in other words, they are both aware of their
respective position compared to the origin, and share the orientation of the spaces on all dimensions. An algorithm ensuring the rendezvous in time $O(d^8 \text{polylog} d)$, which is close to the lower bound $\Omega(d^8)$. Furthermore, this problem is expanded by providing the robots with a visibility radius. This visibility radius may be different for both robots, and the condition for the rendezvous is that both robots are within the visibility radius of the other. An algorithm allowing asynchronous rendezvous in $O((\frac{d}{r})^8 \text{polylog} (\frac{d}{r}))$ with $r = \min(r_1, r_2)$ is provided.

[63] models an unknown bounded terrain as a polygon in which two robots have to meet. An adversary determines the walk of the robot (that is, the adversary does not choose the path of the robot, but chooses the speed at which the robot travels it, with the possibility of using negative speed). Algorithms that ensure rendezvous are provided for the following conditions: the presence or absence of obstacles in the environment; robots having agreeing or disagreeing compasses; and robots having a prior map of the environment with information about their exact starting position or not. The efficiency of the algorithm is determined by the length of the longest path. Lower bounds are provided for all conditions, and all bounds are shown to be tight.

In [78], labelled asynchronous robots have to meet in an unknown anonymous graph. As for almost every asynchronous rendezvous problem, rendezvous is allowed inside the edges. The efficiency of an algorithm is measured by the number of edge traversals required before the rendezvous happens. The first case studied in the paper is the infinite line: in this case, the rendezvous can be ensured after $O(D|L_{\text{min}}|^2)$ with $D$ the original distance between the robots and $L_{\text{min}}$ the smallest label of a robot, provided that $D$ is known. If $D$ is unknown, $O((D + |L_{\text{max}}|)^3)$ is required. The second case studied is the ring, on which those bounds are still valid. An optimal algorithm requiring $O(n|L_{\text{min}}|)$ is also provided when $n$ is known and $O(n|L_{\text{max}}|)$ for $n$ unknown. Finally, for arbitrary graphs, it is shown that the rendezvous is possible
with knowledge of an upper bound on the size of the graph, and an optimal algorithm requiring $O(D|L_{\text{min}}|)$ is provided, requiring prior knowledge of the topology of the graph and the initial positions of both robots.

[92] considers the rendezvous problem in an unknown graph by asynchronous labelled agents. The performance of an algorithm is measured by the number of edge traversals required before the rendezvous happens. [92] is the first paper to provide an algorithm polynomial in the size of the graph and the size of the smaller label.

The use of *Universal Traversal Sequences* and *Universal Exploration Sequences* to solve rendezvous problems with asynchronous labeled robots are first introduced in [193], and are used to improve previously existing upper bounds for this problem. This paper is based on the work of [185].

The problem of rendezvous by synchronous anonymous agents in a graph is studied in [65] in relationship with the minimum amount of memory required by the robots for the rendezvous to be possible, using the results discussed in [193]. It is shown that $\Theta(\log n)$ bits of memory are required and sufficient to ensure rendezvous on a graph of size $n$. This holds even if the agents do not appear on the graph at the same moment.

A survey of deterministic rendezvous algorithms in graphs is presented in [181].

In [71], two labelled asynchronous robots have to meet in a possibly infinite connected graph or in an unknown terrain in the plane. A deterministic algorithm ensures the rendezvous under the following *sine qua non* conditions: in the graph, only connectedness is required. In the geometric scenario, it is required that the terrain is closed, the robots start at interior points of the terrain, and the starting point of the agents have rational coordinates.

A correlation between required time and required memory is made in [161], where two synchronous non-labelled robots have to meet on the anonymous, oriented ring.
It is shown that robots with $2t$ states can rendezvous on an $n$ nodes ring in time $O(n^2/2^t + 2^t)$, and any pair of robots with $t/2$ states require at least $\Omega(n^2/2^t)$ to ensure rendezvous. It is furthermore observed that $\Theta(\log \log n)$ bits or memory are required to ensure meeting in linear time.

In [41], synchronous labelled robots are trying to meet in a graph of size $n$, without bounds on the size of $n$. Robots know their own label, but not the label of the other robot. Furthermore, the notion of delay fault is introduced: at each round, it is possible for a robot to be subject to a delay fault, in which case the agent will remain idle for the entirety of the round. The robot is aware of the fault, and can react accordingly. Three fault scenarios are considered: the random scenario (at each round, robots have a probability $0 < p < 1$ of being delayed); the unbounded adversarial scenario (an adversary may delay the agents indefinitely); and the bounded adversarial scenario (an adversary may delay a robot for at most $c$ consecutive rounds), and $c$ is unknown to the robots. The performance of any given algorithm is measured by the number of edges traversed. For random faults, an algorithm polynomial in $n$ and polylogarithmic in the larger label $L$ is provided. It is shown that rendezvous is not possible in the unbounded adversarial scenario, even on rings. Finally, for bounded adversarial faults, an algorithm polynomial in $n$ and logarithmic in $c$ and $L$ is provided.

Rendezvous between heterogeneous robots is studied in [85]. Heterogeneous is understood as follows: the environment is a weighted connected graph; however, the weights are not the same for both agents. Agents have full knowledge of the graph, as well as their own starting position and the starting position of the other robot. They are now aware of the cost of edge traversals for the other robot, and have to ensure a rendezvous for an edge-traversal cost that is as low as possible. Meeting is allowed both in an edge an in a node. The efficiency of the algorithm is measured
as the ratio between the required time and the optimal required time for the offline scenario, where the robots have knowledge both of their own costs for edge traversals and the cost for the other robot. An algorithm ensures rendezvous in an $n$-nodes graph in $O(nT_{opt})$, where $T_{opt}$ is the optimal offline time. It is furthermore shown that if the agents have the capability to exchange $n$ bits of information at the start of the algorithm, this bound can be lowered to $\Theta(T_{opt})$.

In [50], rendezvous of two anonymous synchronous robots that are aware of their own starting position is studied for two environments: the graph environment and the geometric environment. The efficiency of algorithms is measured by the number of synchronous rounds that pass before the rendezvous happens. As for most synchronous studies, rendezvous must happen in a node, and is not allowed inside and edge. Is is shown that on the line, the tree and in multi-dimensional Euclidean spaces and grids, agents can rendezvous in $O(d)$ with $d$ the initial distance between the agents. In all $n$-node graphs, the rendezvous can happen in $O(d\log^2 n)$, and there exists an infinite family of graphs in which rendezvous in this setting requires at least $\omega(d)$.

Rendezvous of asynchronous agents with limited (unit) visibility in the two-dimensional Euclidean space is discussed in [51]. The paper considers agents equipped with a common compass, and are aware of their own starting position (given by a set of coordinates). The efficiency of an algorithm is measured by the sum of both agents' travelling length. Rendezvous is considered achieved when both agents are within line of sight of one another. An algorithm solving this problem in $O(d^{2+\epsilon})$, with $d$ the distance between the agents, is provided.

[87] considers the rendezvous for synchronous labelled agents in the graph. The paper studies two scenarios: in the first one, both agents start the execution of their algorithm simultaneously, and in the second one, there is a delay chosen by and
adversary between the start of the algorithm of one robot and the apparition of the second robot on the graph. The efficiency of an algorithm is measured by the number of steps from the apparition of the second robot to the rendezvous for a given initial configuration. In trees, it is shown that $O(n + \log l)$ is required, with $l$ the smallest label, for arbitrary startup time. On a ring with simultaneous startup, $\Theta(D \log l)$ is required, with $D$ the initial distance between the agents. On general graphs, an algorithm that ensures rendezvous in time linear in $n$, $\tau$ and logarithmic in $l$ is provided, with $\tau$ the delay between the start of the first robot and the apparition of the second robot.

[159] studies the gathering problem for $k$ labelled synchronous robots in a connected graph with possible delay in the startup time. It is shown that this is no harder than the same problem for two robots, and an algorithm is provided to support this claim. The efficiency of the algorithm is measured by the number of steps required before all robots meet. An asymptotically optimal algorithm working in $O(n \log l)$ with $l$ the smallest label is provided for the ring environment, and an algorithm polynomial in $n$ and $l$ and independent of $\tau$ the difference between startup times is provided for general graphs, thus improving the bound presented in [87].

In [90], the gathering problem for synchronous anonymous robots in the graph is studied. The number of robots $k$ is unknown. All gatherable configurations are identified, and two universal gathering algorithms are provided. Those algorithms allow the gathering to happen for all configurations in which such gathering is possible.

[173] studies the problem of searching $m$ concurrent rays by a group of $p$ robots, in order to identify a treasure located on one of the rays. The efficiency of an algorithm is measured by the ratio of time required by an algorithm without knowledge of the location of the treasure to time required with prior knowledge of its location. An optimal algorithm achieving a competitive ratio of $1 + 2/(m/p - 1)(m/(m - p))^{m/p}$
2.4.2 Look, Compute, Move Model

We consider robots modelled as points in their environment that are continuously obtaining information from their surroundings, and move either in synchronous fashion, or have their walk controlled by an adversary, which means that though the path they would take is determined by the algorithm and could not be steered from, the speed they use to walk on it is controlled by an adversary (which could use negative speeds as well) at all time, provided that they covered the entirety of the path. The following papers consider a different model: in this model, robots will in turn obtain information about their surroundings, often obtaining information with perfect visibility of the entirety of the environment (LOOK), use a deterministic algorithm to decide of their next destination (COMPUTE), and finally, move in a given direction (MOVE). The notion of synchronism is different here as well: for robots to be asynchronous means that they execute their LCM cycles independently from one another. If they are synchronous, they start each LCM cycle exactly at the same time. This model also allows for the introduction of a new synchronism pattern: the semi-synchronous model.

The problem of searching the plane by a mobile agent has first been identified as a field of study in [11]. The model used can be considered a precursor to the Look-Compute-Move (LCM) model that will be discussed later on. In this paper, a mobile robot is tasked with a search problem in an unknown, unbounded environment, and its performances are evaluated by considering the total distance covered between every probe position taken. Various scenarios are explored, with varying level of \textit{a priori} information given to the robot, such as the distance to the target and the
general direction of the target. The paper also examines the possibility of errors in
the interpretation of the environment by the robot.

The gathering problem for asynchronous robots operating in LCM cycles is studied
in [72]. Robots are equipped with multiplicity detection: during their Look phase,
they see if any node is occupied by zero robots, one robot, or two or more robots
(without knowing the specific amount). This paper identifies the initial configurations
in which the gathering problem can be solved, and provides an algorithm that
generates a solution whenever possible.

The graph exploration problem by a swarm of robots operating in asynchronous
LCM cycles is studied in [115]. In a given laps of time, the swarm of robots must
explore all nodes, then put an end to their activities (quiescent state). The efficiency
of the algorithm is measured by the number of robots required to complete the explo-
ration in the given time. It is shown the even in $n$-node trees with a maximum degree
of 4, $\Omega(n)$ robots are necessary to complete the exploration. If the maximum degree
of the tree is 3, $O(\frac{\log n}{\log \log n})$ robots are sufficient, and this solution is asymptotically
optimal.

[191] studies rendezvous of two asynchronous oblivious anonymous robots in the
two-dimensional Euclidean space in the absence of a common coordinate system. An
algorithm that allows for rendezvous in a finite number of cycle is provided under the
assumption that the compasses differ from at much $\pi/4$.

Based on the fact that rendezvous between two semi-synchronous robots is trivially
solvable when their coordinate systems are consistent, [145] explores the magnitude
of consistency between coordinate systems required robots to ensure rendezvous in
the semi-synchronous and asynchronous model. In the paper, robots have unreliable
compasses: their bearings may deviate from an absolute reference direction. From
there, two scenarios are considered: in the first one, the compass is static, and the
deviation remains the same throughout the execution of the algorithm. In the second
one, the compass is dynamic, and the deviation may vary at the start of every new
LCM cycle. For robots with static compass in both the semi-synchronous and asyn-
chronous setting, a deviation of $\Phi < \pi/2$ allows for a rendezvous; a deviation of at
most $\Phi < \pi/4$ is required for semi-synchronous with dynamic compasses to meet; and
a deviation of at most $\Phi < \pi/6$ is required for asynchronous with dynamic compasses
to meet.

In a similar fashion, [144] considers gathering of more than two robots with un-
reliable compasses, both for the case of static and dynamic compasses, under the
semi-synchronous setting. An algorithm allowing gathering is provided for a compass
that accepts deviations of up to $\pi/2 - \epsilon$, with $\epsilon > 0$. This algorithm is proven to be
optimal. For any deviation greater than $\pi/2$, it is proven that no algorithm can ensure
either rendezvous or gathering.

[200] considers anonymous, oblivious robots operating in LCM pattern with an
interesting added feature: both robots carry coloured lights that are visible to both
robots. They are placed either in the plane or on a line, and their purpose is to
reduce (or increase) the distance between them by a constant factor without using
distance information. A solution is provided with specifications on the number of
colours required to ensure rendezvous. Every synchronism model is explored. In the
asynchronous model, three colours are enough to ensure rendezvous for any initial
configuration.

In [123], anonymous robots have to meet in the plane under the asynchronous
setting. Two settings are studied: in the first one, robots are incapable of remembering
the layout of the environment in their previous cycle, but can communicate with
constant-size messages (finite-communication model), and in the second, robots can
remember the layout of the environment in their previous cycle using constant-size
memory, but are unable to communicate (finite-state model). Those settings can be modelled as robots carrying lights: in the finite-communication model, robots can only see the other robot's light, whereas in the finite-state model, robots can only see their own. It is shown that finite-communication model allows rendezvous for asynchronous robots, and finite-state model allows rendezvous for semi-synchronous robots.

The relationship between synchronism models is studied in [77], under the assumption that robots are equipped with lights of different colours that are persistent - that is, the light is not automatically reset at the end of each LCM cycle. It is shown that asynchronous robots with a constant number of colours are more powerful than semi-synchronous robots without colours. Furthermore, it is shown that there is no difference between asynchronous and semi-synchronous robots when they are equipped with visible lights. Asynchronous robots with visible lights are also more powerful than synchronised robots under the assumption that they have the ability to remember a single snapshot of the graph.

Census of the capability of robots operating in LCM cycles under synchronous, semi-synchronous and asynchronous settings are presented in [184] and [182], and the problems of rendezvous, gathering and pattern formation are discussed.

Gathering in the ring environment is discussed in [152], under the asynchronous setting. It is shown that for an odd number of robots, gathering is only possible if their initial configuration is not periodic, and an algorithm is provided to solve the gathering problem. For even number of robots, the feasibility is decided except for one type of symmetrical initial configurations, and algorithms that ensure gathering are provided.

The impact of symmetries on gathering possibilities for asynchronous robots in the graph are studied in [151]. On an undirected ring with at least 18 robots, it is
proven that an approach that focuses on preserving symmetries solves the gathering problem for all starting positions when the gathering is feasible.

[46] studies the gathering problem for oblivious asynchronous disoriented (no common compass) robots operating in LCM cycles in the two-dimensional Euclidean space. The paper solves the gathering problem for $n > 2$ robots for any initial configuration, even under such weak assumptions.

In [183], the minimal assumptions required for anonymous oblivious robots without communication to gather in the two-dimensional Euclidean space are studied. It is shown that in the synchronous case, robots require either multiplicity detection or infinite time, and in the asynchronous case, robots require either multiplicity detection, a common compass, unbounded memory or infinite time in order to meet.

The assumption of unlimited visibility is dropped in [121]. The paper considers the gathering problem for asynchronous oblivious robots operating in LCM cycles. The paper provides an algorithm that allows gathering in a finite amount of time for robots with limited visibility, provided that they share a common compass. From this result, the authors show that orientation is as powerful as instantaneous movement with respect to gathering.

Similarly, in [80], the gathering problem with synchronous robots with limited visibility in the two-dimensional Euclidean space is considered. The robots must, when choosing their next move, ensure that the unit disk graph defined by the viewing range of the robots remains connected at all time. An algorithm that ensures gathering in time $\Theta(n^2)$ is provided for the gathering.

In [74] and [73], oblivious robots operating in LCM cycles are placed on the discrete ring. They are asynchronous, and during their Move phase, they can decide either to stay in place or to move to an adjacent node. Two problems are considered: the gathering problem, and the exclusive searching problem, in which all edges are
either traversed, or both nodes adjacent to an edge are occupied, without two robots ever occupying the same node. A description of the initial configurations that allow resolution of those two problems is provided, and algorithms solving the problems are provided.

The notion of *rendez-vous with detection* is explored in [102], where two agents have to meet in a graph and then become aware of this meeting. They must then declare simultaneously that the meeting took place, then stop. This paper uses the synchronous model. Two variations are considered: the local beeping model, and the global beeping model. Feasibility is discussed under various premisses, and algorithms are provided when possible.

### 2.4.3 Deployment

Rendezvous and gathering problems can be seen as a specific subset of a larger problem: the pattern formation problem. In the pattern formation problem, a group of \( k \geq 2 \) robots must form a specific pattern. This includes rendezvous, but also the formation of a regular \( k \)-gon, a formation in which no more than two robots form a line, a formation in which robots are equidistant, etc.

In [89], robots operating in LCM cycles are located in the two-dimensional Euclidean space. Two robots can only see one another if there is no other robot between them. Their purpose is to develop a formation in which all robots can see all other robots, in a finite laps of time. This problem is called the *Mutual Visibility Problem*. Each robot is equipped with visible lights that can take up to \( c \) different colours. Various scenarios are considered: robots with prior knowledge of their environment, number of available colours, and synchronism of the robots. It is proven that in the semi-synchronous case, the Mutual Visibility Problem can be solved without collision.
with \( c = 2 \), and with \( c = 3 \) if the robots are asynchronous.

[101] considers the even deployment of oblivious agents with no prior knowledge of the environment on the discrete ring. The size of the swarm is unknown as well. Two variations of this problem: the first one, called dynamical uniform deployment, requires for the agents to spread evenly, then keep moving as they hold this formation. The second variation, called quiescent spread, requires for the agents to stop moving once they are evenly spread. For the first variation, it is shown that the problem can only be resolved if either the ring is oriented, or the agents have a visibility range of at least \( \lfloor n/k \rfloor \). An optimal algorithm is proposed for an oriented ring and agents with a visibility range of at least \( \lfloor n/k \rfloor \). For the second variation, the problem cannot be solved if the agent can only measure the distance to its two neighbours.

In [120], a set of \( n \neq 4 \) asynchronous anonymous oblivious robots with no common compass must arrange themselves to form a regular \( n \)-gon. This problem is called the uniform circle formation problem. The paper proves that this problem can be solved without any further assumption for any initial configuration.

Arbitrary pattern formation is studied in [122], where asynchronous oblivious robots working in LCM cycles operating in the two-dimensional Euclidean space must form a pattern that is given in advance. It is shown that without common compass, this task is impossible. With a compass, an odd number of robots can solve this problem, but not an even number of robots. With two different compasses (say, one pointing North and one pointing East), then an even number of robots can solve the problem.

In [205], robots operating in LCM cycles must form a predetermined pattern. It is shown that oblivious robots can form any pattern non-oblivious robots can, with the exception of two robots trying to form a point, which is only possible if the robots are not oblivious. The paper therefore proves that memory is not useful in the task.
of pattern formation, apart from the aforementioned exception.

2.5 Varying Environments

So far, situations in which the environment was static were considered. In this section, we consider variations where the environment may present a danger or be destructive or misleading. We study time-varying graph, where the edges between nodes appear and disappear; environment with black holes, where some nodes or edges of a graph immediately destroy any robot that travels it; and scenarios where the agents themselves may be subject to faults. Two main type of faults are generally considered: in the crash fault scenario, robots may lose the capability to move, communicate or sense their environment correctly. In the Byzantine fault scenario, robots controlled by an adversary may decide to purposefully share wrong information and fail to convey the appropriate information, or may change their path arbitrarily. Those situations call for algorithms that include an element of resilience, and have a significant impact on the feasibility and bounds of many well-studied problems.

2.5.1 Time-Varying Graphs

Time-varying graphs (TVG) are graphs whose edges may be existent or non-existent, as a factor of time. In most TVG, there is a cycle that dictates the moments where edges are existing and non-existing, that repeats itself periodically. [38] presents an effort to unify concepts, formalisms and results concerning various aspects of TVG, all the while providing a hierarchical classification of those variations.

In [118], the exploration problem by a single robot on a periodically varying graph is studied. The edges of the graph go from existing to non-existing on an unknown, periodic basis. Various scenarios are considered, depending on knowledge of the
length of the longest route, memory of the robot, knowledge of a bound on the size of the graph and uniformity of the length of the routes. Necessary conditions for the exploration problem to be solvable are established.

[188] model social networks as time-varying graphs in order to provide tools to understand and evaluate their dynamics, and use this perspective to model concepts such as distance and connectivity.

[204] proposes a model of TVG that has asymptotic memory complexity in the order of complexity of the set of edges, and can be used to represent many previously existing models, while being intrinsically able to model cyclical behaviour as well.

The spreading of k tokens of information to all nodes of a TVG is studied in [98]. In this model, each round, each node is able to broadcast one token of information to all its neighbours. The problem is solved in $O(n+k)$ in static graphs of size n. The paper shows that at least $\Omega(nk/\log n + n)$ rounds are required for the information to spread to every node for any randomised algorithm when the adversary is strongly adaptive, i.e. the adversary chooses the available edges with knowledge of the information that will be disseminated by every node. The weakly adaptive model forces the adversary to choose the layout of the network first, then allows the algorithm to choose which token of information to broadcast, and for this model, an algorithm spreads all token of information to all nodes in $O((n + k) \log n \log k)$ rounds with high probability. If the entire sequence of graph layout is known in advance, an algorithm solves the problem in $O((n + k) \log^2 n)$.

In [119], the exploration problem is studied for carrier graphs, where the edges between nodes only exist at unknown periodic times. Conditions required for the problem to be solvable are established. Lower bounds for the amount of time required are presented, and matching upper bounds are provided.
2.5.2 Black Holes

In the black hole problem, a team of agents must identify a black hole on a graph. A black hole refers to a node or an edge that will instantly destroy any robot that travels on it without leaving any trace. The purpose of any algorithm trying to solve this problem is to identify the location of the black hole without entering it. The efficiency of an algorithm is usually measured in one of three ways: either by the amount of robots required to identify the black hole; by the time required before the black hole is found; or by the amount of additional resources required (pebbles and whiteboards being the most common example). In the usual scenario, all agents have the same starting location. Variations of this problem include synchronism between agents, possibility to use a pebble or a whiteboard, prior knowledge of the topology of the graph and memory of each agent.

[116] examines the use of pebbles in the search for a black hole in a graph of known topology by two asynchronous agents. It is proven that the pebble model has the exact same complexity as the whiteboard model. Furthermore, two agents equipped with one pebble each can locate the black hole in $O(n \log n)$, using a technique referred to as ping-pong.

The situation where a team of synchronous agents have to locate a black hole in a tree is studied in [66]. Algorithms are provided, and their efficiency is discussed.

In [95], a team of asynchronous agent with no prior knowledge of the graph must identify a single black hole. Agents are equipped with whiteboards. It is proven that $\Delta + 1$ agents are required and sufficient to identify the black hole for $\Delta$ the maximum degree of a node, and that $O(n^2)$ is required to find the black hole in a graph of size $n$. With sense of direction (where each port of an edge is labelled in such way that agents can determine whether two edges lead to the same node), only two agents are
required to find the black hole in $\Theta(n^2)$.

Various graph environments are studied in [94]. The paper proves that the black hole can be identified in linear time by two asynchronous agents in hypercubes, cube-connected cycles, star graphs, wrapped butterflies, chordal rings, multidimensional meshes and tori of restricted diameter.

In [40], robots have to solve the gathering problem in a graph that may contain one or more black holes. The agents are asynchronous and anonymous, and have knowledge of a bound on the size of the network. A characterisation of the situations where the problem is solvable is presented, and upper and lower bounds are offered for those situations.

[54] studies the black hole problem on directed graphs, where the ping-pong technique is not possible. It is shown that for asynchronous agents, at least $2^\Delta$ agents are required to identify the black hole, with $\Delta$ the maximum in-degree of the black hole. Is is also shown that this lower bound applies to synchronous agents. In a planar graph with a planar embedding known to the agents, a lower bound of $2\Delta$ and an upper bound of $2\Delta + 1$ are provided.

In [117], asynchronous labelled agents starting at different locations are trying to construct the map of a graph with multiple black holes. At each node, there is a whiteboard. An algorithm requiring $O(n,m)$ moves is provided, with $m$ the number of edges and $n_s$ the number of safe nodes.

The number of pebbles required to identify the black hole is studied in [13]. A group of asynchronous anonymous agents are trying to find the black hole in an unknown graph with knowledge on an upper bound on the size of the graph and the number of edges. For 3 tokens, at least $\Delta+2$ agents are required, with $\Delta$ the maximum degree of a node, and an algorithm solving the black hole problem is provided. If the number of agents is unknown, five tokens become necessary.
2.5.3 Faulty Robots

Time-Varying Graphs and black holes problems discuss potential variation in the fixed part of the environment: the graph of geometric environment in which the robots evolve. Problems involving faulty robots introduce the possibility of variations in the mobile part of the environment: the robots themselves. Those variation imply unreliability, which may significantly increase the amount of resources required for an algorithm to solve a problem.

The notion of Byzantine faults, that became a central topic in exploration problems with unreliable robots, was first introduced in [168]. The paper introduces the problem as follows: an army captain must make a decision based on the information he receives from his generals. However, some of those generals may be liars attempting to make him take the wrong decision. In order for all loyal generals to reach an agreement, there must be more than two third of all generals that are loyal. The notion of Byzantine general has later been applied to the exploration problem in the context of Byzantine faults: a robot may behave in such way as to distribute false information and hinder the accomplishment of a given algorithm. Similarly, asynchronous systems with Byzantine processes are studied in [111], and a weaker version of the problem is discussed in [167].

The study of faulty robots has two principal subdivisions: the crash faults, and the Byzantine faults. In the crash fault model, the robot may be unable to move, communicate or sense its environment properly, but will not willingly hinder the execution of the algorithm for other robots. In the Byzantine scenario, based on [168], [111], and [186], the robot will actively attempt to hinder the other robots by either changing its path, communicating false information or ignoring relevant information.
Most papers studying robots operating in LCM cycles assume that during their Look phase, robots are able to collect perfect data from the environment, and during their Move phase, they exactly move at the expected location. [48] drops those assumptions, and considers robots that may be experience inaccuracy in their readings or in their movements. Several impossibility theorems are introduced. It is shown that robots are unable to gather in a finite number of steps. An algorithm allowing convergence is presented, assuming bounded measurement, movement and calculation errors.

Similarly, [2] considers the gathering problem for robots operating in LCM cycles, and prove that all previously known algorithms fail in the presence of either crash faults or Byzantine faults. More so, a gathering of 3 robots, one of which is Byzantine, is impossible in the asynchronous setting. In the synchronous setting, an algorithm solves the gathering problem for \( k \geq 3 \) robots with at most one faulty robot. A general algorithm also solves the problem if there are at least \( 3f + 1 \) good robots, with \( f \) the number of faulty robots.

Gravitational algorithms for robots operating in LCM cycles are studied in [47]. The paper focuses on the asynchronous setting and shows correctness of the gravitational algorithm to solve the gathering problem. Analysis of its convergence rate and resilience to crash faults is also discussed.

Gathering of labelled synchronous agents in the graph, \( f \) of which are byzantine, is studied in [91]. Two levels of Byzantine behaviours are studied: a strong Byzantine robot can choose its port when moving and convey arbitrary information to other agents, whereas a weak Byzantine robot can do the same, but is unable to lie about its label. For weak Byzantine robots, if the size of the graph is known, any number of good agents can gather. If the size is unknown, at least \( f + 2 \) agents must be good agents for the gathering problem to be solvable. This bound is tight. For strong
Byzantine agents, a lower bound of \( f + 1 \) good agents is provided, even when the graph is known. Algorithms that ensures gathering are provided and require \( 2f + 1 \) good agents if the size of the graph is known, and \( 4f + 2 \) good agents if the size of the graph is unknown. An open question left in this article is solved in [30], where it is determined that the minimum number of good agents required to guarantee deterministic gathering of all good agents, with termination, is \( f + 2 \).

In [199], a swarm of \( k \) labelled robots must solve the gathering problem while being resilient to faults in their sensors and Byzantine agents. For small swarms, the gathering problem is solved and is resilient to any number of Byzantine agents. For larger swarms, an algorithm solving gathering is provided with the assumption that the number of Byzantine agents around a good agent is bounded.

A probabilistic point of view of the gathering problem is introduced in [79]. The paper considers a group of disoriented robots operating in LCM cycles. Deterministic algorithms are studied under the additional assumption that robots may experience crash faults or Byzantine faults. A large set of scheduling strategies are considered and lower bounds are provided.

In [31], a swarm of oblivious robots operating in LCM cycles on the line must solve the convergence problem (that is, be located at a distance that is no more that \( \epsilon \) apart) despite Byzantine faults. An algorithm allowing gathering for at least \( 2f + 1 \) good robots is provided for the synchronous setting, and an algorithm allowing gathering for at least \( 3f + 1 \) good robots is provided for the asynchronous setting, with \( f \) the number of Byzantine robots.

Exploration on the line by a group of \( n \) robots, \( f \) among which are faulty, is studied in [67]. This paper focuses on crash-faults. In other words, robots may fail to see the exit, but will not communicate false information. For \( n \geq 2f + 2 \), an algorithm with a competitive ratio of 1 is provided. For larger \( f \), an algorithm called proportional
schedule algorithm is provided, and is proven to be optimal for $n = f + 1$.

A variation of the patrolling problem discussed later in this survey is discussed in [58]. The paper considers the patrolling problem by a group of $k$ robots, $f$ of which are crash-faulty. The environment is a weighted graph, and the purpose of the algorithm is to minimise the visit time by a good robot of all nodes in the graph. An optimal algorithm is provided for a line segment and for Eulerian graph. For cubic graph, the problem is shown to be NP-Hard by reduction from the 3-colouring problem.

[201] presents a survey on fault-tolerance and the similar problem of fault detection.

An interesting take on fault tolerance is presented in [130], where $k$ robots prone to faults must explore an infinite sequence of boxes in order to find a treasure. The authors propose non-coordinating algorithms and discuss contexts in which it may be favourable to implement non-coordinating algorithms rather than the faster coordinating algorithms. Building upon those results, [158] study a variation where the treasure is placed uniformly at random in a finite, large number of boxes, and propose algorithms that achieve optimal speed-up.

Resilience to sensor faults are discussed in [187], where two robots observing each other and the environment and sharing this information can reduce odometry errors and better detect obstacles, thus increasing the quality of the map they create. Algorithms are introduced and supported by experimental results and simulations.

In [37], the exploration of a network with faulty edges by a single robot is considered. A perfectly competitive algorithm is provided for ring environment, and for networks modelled by Hamiltonian graphs, it is shown that the overhead (the worst-case ratio between the cost of a given algorithm and the cost of an optimal algorithm which knows where the faults are located) for a Depth-First Search is at most $10/9$ times larger than that of a perfectly competitive algorithm.
The notion of robots controlled by a market economy is used in [209] to solve the exploration problem. Using this approach, the authors allow for dynamic inclusion and departure of robots during the execution of the algorithm. The algorithm they provide is resilient to communication faults.

2.6 Other Variations Involving Search by Multiple Robots

Aside from the standard exploration problem and its popular variation, the rendezvous problem, many other areas of distributed computing involve autonomous mobile robots. Similar problems may include the evacuation problem, where robots first have to identify an exit (which is very similar to the exploration problem), and must then gather at the location of this exit; the deployment problem, where robots must form a specific pattern rather than gather at the same point; patrolling, where robots must periodically explore all sections of the environment; in some problems, robots are heterogeneous and may have different speeds; in some others, robots have two different speeds: one for travelling and one for searching, that is always slower than its travelling speed. The bouncing robots problem considers robots that are unable to control their movements, and exchange their speed when they meet one another. Those variations are presented here because they are closely related to the exploration problem and have significant commonalities.
2.6.1 Evacuation or Group Search by Collections of Mobile Robots

In the evacuation problem, a group of robots must first identify an exit located in the environment, which is a problem extremely similar to the group exploration. The additional difficulty of the evacuation problem resides in the fact that robots must then communicate this information to each other, then gather at the location of the exit before the problem is considered resolved.

In [61], $k$ identical robots are placed inside a disk of unitary radius. The exit is located somewhere on the boundary of the disk, and the robots start the execution of the algorithm at the center of the disk. Two communication models are considered: in the local communication model, robots can only exchange information when they meet each other. In the wireless communication model, the information is exchanged freely and instantly between all robots. The goal of the algorithm is to gather all robots at the location of the exit. Lower bounds on the required time for both communication models are provided for $k = 2$ and $k = 3$. Almost-tight bounds are provided for large $k$. More precisely, an algorithm that ensures completion in $3 + \frac{2\pi}{k}$ is provided for the local communication model, and a lower bound of $3 + \frac{2\pi}{k} - O(k^{-2})$ is required. In the wireless communication model, an algorithm allows the evacuation in $3 + \frac{\pi}{k} + O(k^{-4/3})$ is provided, and at least $3 + \frac{\pi}{k}$ is required.

Evacuation from the line is considered in [15], where two robots with distinct maximal speed initially placed at the same point on the infinite line must locate an exit and gather at its location. Two forms of communication are considered: local communication and wireless communication. For all possible maximal speeds in the local communication model, optimal algorithms are provided. For the wireless model, an optimal algorithm is provided when the fastest robot is at most 6 times faster than
the slowest robot.

Evacuation from the line by a group of \( k \) identical robots is considered in [44]. The surprising result of this paper is that the number of robots used to complete the evacuation problem has no impact on the time required to complete the evacuation, that remains \( 9d - o(d) \), with \( d \) the distance from the initial location of the robots to the exit. It is furthermore shown that the bound of \( 9d \) can be achieved with one robot moving at unit speed and a second robot moving at a speed no slower than \( 1/3 \).

In [61], two identical robots located at the center of a disk must evacuate it through an exit located on its boundary. The local communication model is considered: robots can only exchange information when they are located at the exact same location. The paper improves on previously existing results by providing an algorithm that forces a meeting between the robots even if the exit has not been found by either robots.

The same problem is considered under the wireless communication setting in [169]. An additional difference is that the two robots may now have different speeds. An optimal algorithm is provided if the fastest robot is approx. 2.75 times faster than the slowest robot or more. For closer speeds, upper and lower bounds are provided.

In [53], two robots are placed on a circle that contains \( k \) exits. Both robots have a map of the circle, but are not aware of their starting location. The purpose of an algorithm is to evacuate both robots as fast as possible. Robots use the wireless communication model. Two variations are studied: in the first one, robots control the distance that separate them at the beginning of the problem; in the second one, they do not. Upper and lower bounds are provided for some subsets of the problem.
2.6.2 Patrolling

The patrolling problem is similar to the exploration problem in the sense that the map must be fully explored. In the patrolling problem, however, this is not sufficient: the map must be fully explored on a periodic basis, and the efficiency of any given algorithm is measured by the maximal period of time elapsed between two visitations of the same point, called *idle time*.

[107] considers the problem of patrolling a closed polygon (ring) by identical robots, and introduce the cycling strategy, where robots always patrol in the same direction, and the partition strategy, where robots choose a segment of the environment and go back-and-forth on this segment. Efficiency of those algorithms are evaluated for different values of $k$ the number of robots and different visibility ranges for the robots.

In [57], both the decidability and optimisation problem are considered. The decidability problem asks whether it is possible for a group of $k$ agents to maintain an idle time lower than a certain value $\tau$. The optimisation problem asks what is the minimum possible idle time for a given environment and a set of $k$ agents. In this paper, agents have distinct maximal speeds, and the environment is either an open curve (a line segment) or a closed curve (a ring). Various strategies, including the cycling strategy, the partition strategy, and some newly described strategies, are evaluated. The bounds established in this paper are later improved in [45] and [150].

The problem is applied to robots with distinct visibility range in [70], both for robots with equal speeds and robots with different speeds. An optimal algorithm is provided both for the closed and open environment for robots with the same speed. It is shown that the case of robots with different speeds is fundamentally different from the case of robots with identical speeds. An optimal algorithm is given for the case
of two robots with both distinct speeds and distinct visibility ranges. It is also shown that the patrolling of general graphs with different visibility ranges is NP-Hard.

In [49], a different environment in considered: this environment includes vital segments, that must be patrolled, and neutral segments that can be traversed by robots as part of their patrolling, but it is not mandatory for the robots to patrol those segments. It is proven that either the cycling strategy or patrolling strategy can yield optimal idle time for identical robots.

[137] considers the patrolling of a graph by a single robot with constant memory. The robots must visit every node periodically, but not necessarily every edge. The efficiency of the algorithm is measured by the number of edges traversed before all points are revisited. The paper presents an algorithm arranging port numbers in such way that the robot can revisit all nodes in time $3.75n - 2$ for $n$ the number of nodes in the graph.

In [14], the environment is a partial grid (a finite grid with possible missing vertices or edges). A group of $k$ synchronous identical robots must patrol the environment in such way that as many robots as possible visit all nodes in the graph on a periodical basis, without there ever be two robots on the same edge or node at the same time. Each robot has a visibility radius of $\rho$. The paper shows that for $\rho = 0$, the problem is unsolvable, and at least $\rho = 1$ is required. For $\rho = \infty$, it is shown that at least $k \leq p - q$ robots can visit all nodes on a periodic basis, with $p$ the number of vertices and $q$ a parameter whose value depends on the topology of the environment.

### 2.6.3 Pursuit

The pursuit problem is a variation of the collaborative exploration problem. In the pursuit problem, sometimes referred to as the *Cops and Robbers problem*, the target
that must be found it mobile and actively tries to avoid being captured, as opposed to the collaborative exploration problem, where the target is static, or the rendezvous problem, where the mobile agents collaborate to ensure a rendezvous. A taxonomy of various pursuit problems is discussed in [45] and [125], with discussion about various results. Generally, the measure of efficiency of an algorithm is the capture time of the environment. In other words, it is the amount of time required to capture the target in the environment by a group of robots using the given algorithm. A graph is called cop-win if the capture is possible, and robbers-win if the capture of the target is impossible.

In [27], the environment studied is either the finite or countably infinite graph. The notion of capture time is explored in relation to the number of vertices of the graph and special properties of the graph. The notion of capture time density is applied to infinite graphs. It is proven that the problem: "can k cops capture a robber in no more than t moves?" is NP-complete.

[163] introduces the notion of monotonicity for pursuit problem. A game is considered monotone if it is possible for the cops to catch the robber before the robber reaches a place that has been previously explored by the cops. The paper shows that two type of games are non-monotone: the game on directed graphs where the robber is invisible and lazy, and the game on directed graphs where the robber is visible and fast.

[133] studies scenarios where the robber is fast i.e. it can move $R > 1$ edges at a time. A general upper bound is presented. For finite $R$, on a graph with $n$ nodes, it is shown that at least $n^{1-\frac{1}{R-2}}$ cops can be necessary to catch a robber. For infinite $R$, the number of required cops is linear in $n$. For $R = 1$ on directed graphs, an algorithm requiring $O(n(\log \log n)^2/ \log n)$ is provided.

It is shown in [124] that the minimum number of cops required to catch a robber
on a given graph is NP-Hard. On split graphs, the problem requires a polynomial amount of time if the robber is as fast as the cops, and is NP-Hard if the robber is twice as fast as the cops. On graphs of bounded clique width, the problem only has a polynomial solution if the robber is at most twice as fast as the cops. On planar graphs, there is no bound on the minimum number of cops required to catch a robber that is faster than the cops.

In [26], a variation of the cops and robbers game called the *distance k cops and robbers* is presented. In this variation, cops (with $c$ the number of cops) win if they can get at a distance of at most $k$ of the robber. An algorithm is given for the decidability problem ("given $k$ and $c$, can the robber be caught?") and it is proven that the optimisation problem ("what is the minimum number of cops required to be at a distance at most $k$ of the robber on the graph?") is NP-Hard.

[175] and [29] study the cops and robbers game on random graphs, based on the fact that the required number of cops to catch the robber expressed as a function of the average node degree of a graph forms a zigzag shape.

[6] considers a similar problem, where a single searcher is trying to catch a single hider. The searcher can search a unit area in unit time, or can enter an "ambush mode". The searcher wins if it the hider is inside the searched area, or if the hider moves while the searcher is in "ambush mode". The efficiency of a given algorithm is measured by the amount of time required before the hider is caught.

A variation of the cops and robbers game called *Graph-Clear* is presented in [157], where many robbers have to be caught. The cops have access to two different actions: the sweep actions, that allows them to catch a robber, and the block action, that prevent a robber to use an edge of the graph. The goal is still to capture all robbers using as few robots as possible. It is proven that the general case of the Graph-Clear game is NP-Hard.
2.6.4 Other Variations

Tether / Fuel: The exploration problem by a single robot on a graph in the presence of a tether or with fuel is studied in [97]. The paper considers two scenarios: in the first and more restraining one, a robot is linked to its starting position by a tether of length \( l \), and can therefore go no further than \( l \) away from its starting node. In the second scenario, a robot has a limited fuel tank of capacity \( C \), and must return to its starting point after traversing \( C \) edges. For both scenarios, an algorithm solving the exploration in \( \Theta(|E|) \) is provided.

Freeze-Tag: [8] introduces the Freeze-Tag Problem (FTP). In this problem, a set of robots starting at different locations are inactive. At the start of the algorithm, a single robot is active, and is able to awaken inactive robots, rendering them active as well. The purpose of the algorithm is to awaken all robots as early as possible. An active robot awakens another simply by moving to its location. On graphs, this problem is proven to be NP-Hard, even for star graphs.

It is observed in [9] that any algorithm that is not purposefully unproductive yields an \( O(\log n) \) approximation of the optimal solution. The paper also provides an \( O(1) \)-approximation algorithm for unweighted graphs with one robot at each node, and explore the scenario where there is more than one robot at each node.

Colliding Robots: The problem of bouncing or colliding robots is set in a continuous ring of unitary circumference. A group of robots with different initial positions move in a fixed direction (in other words, they have positive or negative speeds). Whenever two robots meet, they exchange their speeds, thus "bouncing off" one another. Robots may not change their speed on their own volition, and can only gain information by colliding with other robots. Robots have an internal clock that informs them of the time of each of their collision, and have unlimited memory. In [59],
all robots have the same constant speed. The paper characterises all initial configurations that allow all robots to be informed of the initial position of all other robots, and further considers the same problem on the line segment. [69] extends the problem on the ring by allowing robots to have different initial speeds. Whenever two robots collide, their speeds are exchanged. The initial positions and velocities that allow for all robots to obtain knowledge of the initial position and velocity of all other robots are discussed. It is proven in this paper that the configuration is feasible if and only if no robot has an initial velocity that is equal to the average of the velocities of all robots.

**Beachcomber:** In the beachcombers problem, each robot has two different speeds: one that the robot uses to travel without searching the environment, and a slower one where the robot performs a search of the environment. The goal of a beachcomber algorithm is for a group of heterogeneous robots to fully search the environment. In [55], a group of $k$ heterogeneous robots with different walking and searching speeds must explore a line segment. All robots start at one end of the line segment, and have full knowledge of the number of robots in the group, and all of their respective speeds. In the offline scenario, robots know the length of the line segment in advance, and in the online scenario, robots do not have this information. An optimal algorithm is given for the offline scenario, and a 2-competitive algorithm is provided for the online scenario. [17] extends the environment to the cycle, and prove that the capability for a robot to change its direction does not help robots in their search.

### 2.7 Practical Results

An algorithm called the *Mapping algorithm* is presented in [190], and uses the notion of hill-climbing to create maps that are maximally consistent with sensor data and
odometry. The algorithm tries to minimise the redundancy between the information gathered by the group of robots, thus maximising overall utility. Real-world trials and simulations support the claims. A similar technique is used in [34] to assign target points to mobile robots while taking into account both the utility of the point and the cost of reaching it.

The difference in effectiveness between random and coordinated search algorithms by a group of mobile robots is discussed in [134] under various criteria, such as cost effectiveness, interplay of sensor cost and uniform search coverage.

Unmanned aerial vehicles (UAVs) are used in [146] to search an area with targets of several types (suspected, unknown). At each location, a task to be performed may require several coordinated UAVs. Not all UAVs have the same capabilities: some have better searching capabilities, while other are better at taking care of tasks once the target has been found. Algorithms that use dynamic modelling are used to solve those tasks efficiently, and simulations support the claims.

[203] studies the amount of energy required to ensure the motion of autonomous mobile agents. A complete energy model is presented to describe the energy consumption during the movements, and an optimal velocity schedule is proposed to minimise the energy expense on uniform roads. Near optimal velocity schedule is proposed for variable road conditions. Simulation results are provided.

A survey of various mapping strategies using a single or multiple mobile agents in both theoretical and real-world environments is presented in [197].

[35] and [36] consider a variation of the exploration problem in an unknown environment where the robots needs to reach a certain target point before using their scanners. Target points have various values based on their location (for example, a robot will prefer a point that allows it to see around a corner), and those values are decreased as other robots collaborate to the mapping of the same area of the envi-
rvironment. This paper claims to be the first to consider both the cost to reach a point and the utility of the point as part of the provided algorithm, and provides real-world experiments to show that the algorithm significantly reduces exploration time.
Chapter 3

Searching the Plane with Faulty Robots

3.1 Introduction

Searching for a target is a common task in several domains of human activity and has been modelled as such in mathematics, theoretical computer science, and robotics in particular. It has been studied for graphs and various geometric domains when the target is either mobile or stationary. The overall goal is to minimize the time required by the searcher(s) to find the target. The robots may co-operate by exchanging messages and using one of the following two models: wireless, in which instantaneous communication between the robots is possible at any distance, and face-to-face (F2F), which requires for the robots to be at the same location at the same time. In this chapter we design fault-tolerant search algorithms for robots, some of which may have either crash- or byzantine-faults, and show they are optimal despite the fact that the robots can move with possibly distinct maximal speeds.
3.1.1 Preliminaries and notation

In this subsection we introduce the basic locomotive and communication models as well as the behaviour of the robots and discuss all necessary assumptions and notation that will be used throughout the chapter.

There are $k$ robots labelled $r_1, r_2, \ldots, r_k$. They start at the same point, considered to be the origin $O$ in the plane and are searching for a target assumed to be at an unknown distance $d$ from the origin. The robots are equipped with a compass and share a common coordinate system. They furthermore evaluate distance in the same manner, thus having the same notion of unit length. Robots may have different speeds. We say that robot $r_i$ has a maximal speed $v_i$, for $i = 1, 2, \ldots, k$, and we can assume without loss of generality that for every $1 \leq i \leq k-1$, $v_i \leq v_{i+1}$. A robot can choose to move with any speed that does not exceed its maximal speed or even choose to remain completely still. Each robot has visibility range 1 and is able to identify the target when it belongs to its visibility range.

In the general setting being studied here, $k$ robots are searching for a target located at an unknown location in the two-dimensional Euclidean plane and at a priori unknown distance $d$ from the starting location of the robots; during their search the robots may inform each other of the location of the target, and gather there. The design and analysis of the search algorithms takes into account the communication models being used by the robots and the behaviour of the robots during the search which are defined in the sequel.

Two communication models are being considered. In the wireless communication model, robots can exchange information instantly, regardless of their distance in the Euclidean plane. In the Face-to-Face communication model, robots can exchange information instantly provided they are located at exactly the same point
in the Euclidean plane. We note that some models (e.g. the one described in [42])
use the notion of wireless communication collisions. In the wireless communication
collisions model, difficulties may arise if a robot receives multiple wireless messages
simultaneously. Our model does not consider the possibility of such collisions.

To make our presentation more intuitive we first consider and analyse search
algorithms for Non-Faulty (NF) robots, in which the robots follow the algorithm as
intended, without any violations of their protocol(s). We then analyse two scenarios
concerning the behaviour of the robots: crash faults and Byzantine faults. The choice
of the faulty robots is made by the adversary, which knows our algorithm in advance
and attempts to maximize its worst-case search time. In both cases up to \( f \) among
the \( k \) robots may be faulty, where \( 0 \leq f \leq k - 1 \). In the case of Crash-Faults (CF),
the faulty robots behave like reliable robots, but may be subject to various kinds of
faults in that they may not be able to receive information from other robots, they
may be unable to share the information they know with other robots, they might be
unable to move, or to identify the target if it is within their visibility range. They
will always, however, follow the instructions given by the algorithm at the best of
their capabilities. They will never, for example, communicate false information, or
err from the path they were assigned.

Byzantine robots behave like robots with crash-faults, with the difference that an
adversary may have them move as he sees fit; share and/or propagate true or false
information, and relay or refuse to relay information. A byzantine robot may not lie
about its own label. In both scenarios it is required for the algorithm to finish so that
every reliable robot gathers at the location of the target.

The overall goal is to solve the group search problem which is to minimize the
time required for the last non-faulty robot to reach the target, asymptotically as the
distance \( d \) tends to infinity. Our methods also solve the classical search problem which
requires that only the first non-faulty robot reaches the target.

3.1.2 Related work

Search has been studied extensively in mathematics, computer science, robotics, and operations research and is generally concerned with minimizing the time to find a hidden target under various conditions on the terrain being searched, and capabilities of the searcher(s). When the terrain is unknown to the robots (in advance) then the search must imply exploration [4, 82, 140] and often involves mapping of the environment [154, 180]. For useful surveys on search algorithms we refer the reader to [23, 125] as well as to the book [7] which studies search games. Several papers investigated search in geometric environments, (e.g. [82, 140, 154]) or, similar to our work, the two-dimensional plane, [11, 12, 103, 106, 110].

Exploring or searching the plane by a team of robots involves coordination and it is one of the main themes of investigation not only in computational geometry [12, 174], but also in robotics research [196, 206] and in distributed computing [103, 106, 110]. However, collaborative exploration may be hard even for simple environments, which are not known in advance (e.g. see [126]). In the case, similar to one studied in the present chapter, when the search is completed by the arrival of the last robot, it happens that having more robots does not help (e.g. [44]) or that achieving optimal search time is non-trivial (e.g. disc evacuation in [56]).

Fault tolerance in distributed computing problems has been extensively studied in the past (see, e.g., [142, 168, 176]). However, the question of reliability has been mostly investigated in cases where failures arise from the static elements of the environment (network nodes and links) rather than from its mobile components (robots). However such malfunctions are sometimes modelled by dynamic alteration of the
network (e.g., [38, 164]). Failures due to mobile robots were investigated in the context of the problems of gathering [2, 91, 191], convergence [47], flocking [207], linear search [67], plane search by ANTS represented by finite automata [192], patrolling [58], etc. Some papers investigated the case of unreliable or inaccurate robot sensing devices such as in [48, 145, 191].

The collection of robots that may have distinct speeds were used in [18] to design fast converging protocols, e.g. for gathering. [203] used varying mobile sensor speed to achieve sensor energy efficiency. However, as in the case of [57, 150], which considered distinct speeds for robots performing boundary patrolling, to achieve optimal algorithms for larger collection of robots turns out to be quite difficult. [44] investigated a pair of distinct-speed robots searching a line, when the search time is determined by the arrival of the last robot. Again, besides some interesting limited cases, a general optimal algorithm has not been proposed.

### 3.1.3 Outline and results

We propose and analyze search algorithms for robots some of which may be faulty in the wireless and face-to-face communication models. In Section 3.2, we initiate our investigations by discussing the special case of non-faulty robots.

We introduce an algorithm for the wireless model, and one for the F2F model, both of which are asymptotically optimal.

In Section 3.3, we introduce the problem of robots which may be subject to crash faults. For both the wireless and the F2F communication model, we introduce an algorithm that is asymptotically optimal. Finally, in Section 3.4, we introduce algorithms for robots with byzantine faults. In the wireless case, we present an algorithm that is asymptotically optimal.
For the F2F model, we present two algorithms. The first one is asymptotically 2-competitive for \( k \geq 2f + 1 \), while the second requires that \( k \geq 2f + 2 \), but it is asymptotically optimal when the robots have identical speeds.

3.2 Non-Faulty (NF) Robots

In this section, we introduce an algorithm for non-faulty robots, prove its correctness and analyze its complexity, both for the wireless and F2F setting.

3.2.1 Wireless communication

The algorithm is divided into four phases, Initialisation, Exploration, Communication, and Gathering. In the sequel we describe them in more detail.

Initialisation phase. All robots start at the same location, considered to be the origin \( O \) of the plane. The robots divide the plane into angular sectors originating at \( O \) and whose angles are proportional to robot speeds. The angle \( \alpha_i \) of the sector covered by \( r_i \) is given by the formula: 
\[
\alpha_i = \frac{2\pi c_i}{\sum_{j=1}^{k} v_i}, \quad \text{for } i = 1, 2, ..., k.
\]
Robots first move at a distance 2 from the origin, taking position on the edge of the sector. If \( i \) is odd, the robot goes to the left edge of its sector, and if \( i \) is even, it goes to the right edge of its sector.

Exploration phase. Each robot searches its own sector in a zig-zag pattern, as shown in Figure 3.1. We call a step, the part of the trajectory of a robot composed of an arc covering the angle allocated to the robot followed by a straight line segment of length 2. When the robots are moving along the arc, they move at their maximal speed \( v_i \), and when they are moving in straight line, they move at the speed \( v_i \), i.e., the speed of the slowest robot. This ensures that all robots begin their next step at the same time. A robot stays in this phase until it is informed of the location of the target,
either because it found it itself, or because a neighbour robot shared this information. Once the location of the target is known, the robot first finishes its current step, then enters the communication phase.

![Diagram of robot communication](image)

Figure 3.1: The execution of the non-faulty robots with face-to-face communication algorithm, where $r_3$ identifies the target, with the exception of the gathering phase. The figure in the left describes the trajectories of the robots (one color per robot) while the right figure describes the propagation of the information of the location of the target (green for uninformed robots and red for informed robot).

*Communication phase.* In the wireless communication model, communication is instantaneous, regardless of distance. As soon as a robot identifies the target, it informs all other robots instantly, then executes its gathering phase.

*Gathering phase.* A robot in the gathering phase moves towards the target in a straight line, using its maximal speed.

### 3.2.2 Face-to-face communication

The face-to-face communication variation of this scenario has the same initialisation phase, exploration phase and gathering phase. However, as the communication can only be done when the robots meet, the algorithm must be adapted to ensure that all
robots meet, and therefore receive the information about the location of the target. An execution of the face-to-face variation of this scenario can be observed in Figure 3.1. Note that the gathering phase is not depicted in order to make the figure clearer. The communication phase now unfolds as follows:

Communication phase. Once a robot is aware of the location of the target, it will share this information both with the robot on its right and with the robot on its left before starting its gathering phase. Any given robot will meet either its left or right neighbour at the beginning of a step, and the other neighbour at the end of the current step, as shown in Figure 3.1. Therefore, the communication phase of a robot consists of the execution of a step as described above, at the end of which the robot will execute its gathering phase.

There is a special case to consider: if $k$ is odd, then $r_1$ and $r_k$ will have synchronous patterns, and will not meet at the end of every two steps. Their communication phase will therefore unfold as follows:

1. The robot first informs the neighbour it meets normally (that is, $r_1$ informs $r_2$, and $r_k$ informs $r_{k-1}$).

2. The robot completes another step as defined in the exploration phase.

3. The robot then stays idle for the part of the step where it moves along an arc, and simply executes the part of the step where it moves in a straight line. In doing so, it will meet the other robot at the end of the step.

4. The robot shares the information, then proceeds to its gathering phase.

Algorithm 1 describes the behaviour of the robots in the face-to-face communication variation. The procedure $\text{MoveLine}(dist, \text{dir}, v)$ moves the robot in direction
dir of distance dist at speed v and procedure MoveArc(c, α, r, v) moves the robot at speed v along the circular arc centered in c of radius r subtending the angle α.

Algorithm 1: NonFaultyRobots

1 Initialisation phase
2 \( V \leftarrow \sum_{i=1}^{k} v_i \);
3 \( \text{dir} \leftarrow 0 \);
4 for \( i = 1 \) to \( k \) do
5 \[ \alpha_i \leftarrow \frac{2\pi v_i}{V} ; \]
6 \[ \text{if } i \text{ mod } 2 = 0 \text{ then} \]
7 \[ \text{dir}_i \leftarrow \text{dir} ; \beta_i \leftarrow 1 ; \]
8 \[ \text{else} \]
9 \[ \text{dir}_i \leftarrow \text{dir} + \alpha_i ; \beta_i \leftarrow -1 ; \]
10 \[ \text{dir} \leftarrow \text{dir} + \alpha_i ; \]
11 Exploration phase (every robot \( r_i \) executes this in parallel)
12 \( j \leftarrow 1 \);
13 while Target location unknown do
14 \( \text{MoveLine}(2, \text{dir}_i, v_i) ; \)
15 \( \text{MoveArc}(O, \alpha_i \beta, 2j, v_i) ; \)
16 \( \text{dir}_i \leftarrow \text{dir}_i + \alpha_i \beta ; \)
17 \( \beta \leftarrow -\beta ; \)
18 \( j \leftarrow j + 1 ; \)
19 Communication phase (every robot \( r_i \) executes this in parallel)
20 \( \text{MoveArc}(O, \alpha_i \beta, 2j, v_i) ; \)
21 \( \text{dir}_i = \text{dir}_i + \alpha_i \beta ; \)
22 \( \text{MoveLine}(2, \text{dir}_i, v_i) ; \)
23 \( j \leftarrow j + 1 ; \)
24 if \( (i = 1 \text{ or } i = k) \) and \( k \) mod \( 2 = 1 \) then
25 \[ \text{stay still for time } 4j\pi/V ; \]
26 \( \text{MoveLine}(2, \text{dir}_i, v_i) ; \)
27 Gathering phase (every robot \( r_i \) executes this in parallel)
28 Go to target

Lemma 1. Algorithm 1 is correct, i.e., the target is always found and the robots eventually gather at the location of the target, for both variations of the algorithm (wireless communication and face-to-face communication).

Proof. In order to prove the correctness of the algorithm, we have to show first, that
the algorithm always finds the target, and second, that all the robots can gather at the target.

To prove the first part, we note that at the $j$-th step of the exploration phase, the robots will scan an annulus where the inner circle has a radius of $2j - 2$, and the outer circle has a radius of $2j$. It is obvious that the robots cover the entirety of the annulus. Therefore, after $j$ steps, a disc of radius $2j$ will have been entirely scanned by all the robots combined.

Next we prove that the robots will always gather at the target. For the wireless variation, communication is instantaneous, and the robots are therefore informed immediately. They can then gather at the location of the target. We prove that the robots are all informed in the face-to-face communication variation as follows. As the robots begin each step simultaneously, they are guaranteed to meet either their left or right neighbour at the end of each step. More precisely, all odd robots will meet their left neighbour at the end of every even step, and their right neighbour at the end of every odd step. The opposite is true for the even robots. The only exception to this rule is the first and last robots, if there is an odd number of robots, in which case the information is spread at the cost of at most two extra steps. By following the algorithm, this ensures that every robot is informed of the location of the target eventually, and can therefore gather at the target, which completes the proof of Lemma 1.

\[ \text{Lemma 2. The search performed by Algorithm 1 is completed in time} \]

\[
\frac{4[d/2] + d}{v_1} + \frac{2\pi[d/2] \left(\lfloor d/2 \rfloor + 1\right)}{V} \]
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for the wireless communication variation, and in time
\[
\frac{4|d/2| + d + 4[k/2]}{v_1} + \frac{2\pi(|d/2| + [k/2])(|d/2| + [k/2] + 1)}{\nu}
\]
for the face-to-face communication variation.

Proof. First, we show the following claim.

Claim 1. The end of step \( j \) occurs at time:
\[
\frac{2j}{v_1} + \frac{2\pi j(j + 1)}{\nu}.
\]

The trajectory of a robot until step \( j \) consists of \( j \) arcs of growing radius (line 15) as well as \( j \) segments of length 2 resulting from the linear moves from lines 14. As robot \( r_i \) uses its full speed \( v_i \) for circular moves and speed \( v_1 \) for straight line moves, this takes time
\[
\frac{2j}{v_1} + \frac{\alpha_i(2 + 4 + \cdots + 2j)}{v_i},
\]
which is equal to:
\[
\frac{2j}{v_1} + \frac{2\pi j(j + 1)}{\nu}.
\]
This ends the proof of the claim.

Suppose that the target is found at a point situated at distance \( d \) (w.l.o.g. \( d \) is an integer) from the origin \( O \), say by robot \( r_i \). We will show that this happens in step \( |d/2| \) of the exploration phase (the while loop from line 13). For simplicity, we assume that the target may only be found during the circular movement of the robots. Indeed, the union of the robots’ positions during circular movements cover the entire plane. Hence by Claim 1, the target is found before time
\[
\frac{2|d/2|}{v_1} + \frac{2\pi |d/2| (|d/2| + 1)}{\nu}. \tag{3.1}
\]
Once the location of the target has been identified by a robot, the information
needs to be shared. Wireless communication allows this to happen instantly; face-to-face communication requires more time. Apart from robots $r_1$ and $r_k$ in the case of an odd number of robots, the robots will communicate the information to their neighbour at the end of each step, both clockwise and counter-clockwise. This takes at most $\lfloor k/2 \rfloor$ extra steps if the information does not have to spread from $r_1$ to $r_k$, or the other way around and $k$ is odd. If there is an odd number of robots, Algorithm 1 will add one extra step in the worst case (for the information to spread from $r_1$ to $r_k$, or the other way around), for a total of $\lfloor k/2 \rfloor$, bringing the total time by Claim 1 (including the exploration phase) to

$$\frac{2(\lfloor d/2 \rfloor + \lfloor k/2 \rfloor)}{v_1} + \frac{2\pi(\lfloor d/2 \rfloor + \lfloor k/2 \rfloor)(\lfloor d/2 \rfloor + \lfloor k/2 \rfloor + 1)}{V}.$$  \hspace{1cm} (3.2)

Finally, for both variations, the last robot informed (say, $r_i$) will have to go back to the location of the target. By the time $r_i$ is informed, in the wireless case, it will be at a distance $2\lfloor d/2 \rfloor$ from the origin, and in the F2F case, it will be at a distance $2(\lfloor d/2 \rfloor + \lfloor k/2 \rfloor)$ from the origin $O$, that we obtain by considering only the linear movements of the robot. Supposing that the target is located at a point directly opposed to $r_i$, then $r_i$ will have to cover a distance of $2\lfloor d/2 \rfloor + d$ in the wireless case, and $2\lfloor d/2 \rfloor + d + 2\lfloor k/2 \rfloor$ in the F2F case, which it will do at its maximal speed. Therefore, the worst gathering time for the wireless case is:

$$\frac{2\lfloor d/2 \rfloor + d}{v_1},$$ \hspace{1cm} (3.3)

and the worst gathering time for the F2F model is:

$$\frac{2\lfloor d/2 \rfloor + d + 2\lfloor k/2 \rfloor}{v_1}.$$  \hspace{1cm} (3.4)
Altogether, we obtain the total time required by the wireless variation by summing Formulas (3.1) and (3.3); whereas we obtain the total time required by the face-to-face variation by summing Formulas (3.2) and (3.4). We conclude that the total time for the wireless communication variation is

\[
(3.1) + (3.3) = \frac{4\lfloor d/2 \rfloor + d}{v_1} + \frac{2\pi \lfloor d/2 \rfloor (\lfloor d/2 \rfloor + 1)}{V}.
\]

The total time for the face-to-face communication variation is:

\[
(3.2) + (3.4) = \frac{4\lfloor d/2 \rfloor + d + 4\lceil k/2 \rceil}{v_1} + \frac{2\pi (\lfloor d/2 \rfloor + \lceil k/2 \rceil)(\lfloor d/2 \rfloor + \lceil k/2 \rceil + 1)}{V}
\]

This proves Lemma 2.

Next we discuss a lower bound on any search algorithm.

**Lemma 3.** For any search algorithm with robots starting at the origin, before time \(\frac{\pi(d^2 - 1)}{2V}\) there are still some unexplored points of the plane at distance smaller than \(d\).

**Proof.** As all robots start at origin, at time 0 an area \(\pi\) of the unit circle is explored. During one unit of time, robot \(r_i\) travels a distance of at most \(v_i\) and, since it has radius of visibility 1, it can explore a new area of at most \(2v_i\). In total, in time \(t\) the robots can explore an area of size at most \(2tv\). In order to explore all points at distance \(d\), the robots need to explore the new area of size \(\pi(d^2 - 1)\). Hence, the time needed to explore all points at distance at most \(d\) from the starting point \(O\) equals at least \(\frac{\pi(d^2 - 1)}{2V}\).
**Theorem 1** (Non-Faulty Robots). Algorithm 1 completes the search successfully for \( k \) robots in asymptotically optimal worst-case time:

\[
\frac{\pi d^2}{2V} + o(d^2)
\]

where \( d \) is the distance from the origin \( O \) to the target, and \( V \) is the sum of speeds of all robots.

### 3.3 Robots with Crash-Faults (CF)

In this section, we introduce an algorithm for robots with crash faults, prove its correctness and analyse its complexity.

#### 3.3.1 Wireless communication

The algorithm works in a fashion similar to the algorithm for non-faulty robots described in Section 3.2, with the following differences.

*Initialisation phase.* All robots start at the same location, considered to be the origin \( O \) of the plane. The robots divide the plane into angular sectors originating at \( O \) and whose angles are computed from robots’ speeds as follows:

- Consider each robot, from the slowest to the \((k - f)\)-th, and sum their speeds, such that
  \[ V' = \sum_{i=1}^{k-f} v_i. \]

- For each subsequent robot \( r_{k-f+j} \), for \( j \) from 1 to \( f \), compare its speed to \( \frac{V'}{j} \).
  If it is greater than \( \frac{V'}{j} \), set the speed of all remaining robots (including \( r_{k-f+j} \)) to \( \frac{V'}{j} \). Else add \( v_j \) to \( V' \).
For each robot, set the angle $\alpha_i$ of the sector covered by $r_i$ as follows:

$$\alpha_i = \frac{2\pi \nu_i (f+1)}{\sum_{j=1}^{k} \nu_j}$$

Notice that the angular sectors of all robots now cover the plane $f + 1$ times. Moreover each point of the plane belongs to the angular sectors attributed to at least $f + 1$ different robots since by construction $\alpha_i \leq 2\pi$. Robots then move at a distance 2 of the origin, taking position on the edge of the sector. If $i$ is odd, the robot goes to the left edge of its sector, and if $i$ is even, it goes to the right edge of its sector, as it was done in the algorithm for non-faulty robots. The Exploration and Gathering phases are identical to the Algorithm 1, and the Communication phase is instantaneous in the wireless model.

### 3.3.2 Face-to-face communication

In addition to the modification to the initialisation phase described above, the communication phase is changed. It is now described as follows.

*Communication phase.* Once a robot identifies the location of the target, it communicates this location to every robot it meets (the exchange of information is still instantaneous). For this purpose after finding the target, it executes $\left\lceil \frac{2\pi}{\alpha_i} \right\rceil$ extra steps, moving only counter-clockwise (instead of changing direction at each step). One extra step is necessary to ensure a meeting with a robot moving in the same direction, after an angle of $2\pi$ has been covered. A robot that learns about the location of the target without seeing it, immediately starts its gathering phase. Since the target is seen by at least one reliable robot, this ensures that all robots are informed of the location of the target.

Algorithm 2 which can be found below describes the behaviour of the robots in the face-to-face communication variation.
Algorithm 2: CrashRobots

1. Initialization phase
2. $V' \leftarrow 0$;
3. for $i$ from 1 to $k - f$ do
   4. $v'_i \leftarrow v_i$;
   5. $V' \leftarrow V' + v'_i$
   6. $j \leftarrow 1$;
7. while $\frac{V'}{j} \geq v_{k-f+j}$ do
   8. $v'_{k-f+j} \leftarrow v_{k-f+j}$;
   9. $V' \leftarrow V' + v'_{k-f+j}$;
   10. $j \leftarrow j + 1$;
4. for $i$ from $k - f + j$ to $k$ do
   5. $v'_i \leftarrow \frac{V'}{j}$;
6. for $i$ from $k - f + j$ to $k$ do
   7. $V' \leftarrow V' + v'_i$
   8. dir \leftarrow 0;
9. for $i$ from 1 to $k$ do
   10. $\alpha_i \leftarrow \frac{2\pi v'_i (f+1)}{V'}$;
   11. if $i \mod 2 = 0$ then
   12. dir$_i \leftarrow$ dir; $\beta_i \leftarrow 1$;
   13. else
   14. dir$_i \leftarrow$ dir + $\alpha_i$; $\beta_i \leftarrow -1$;
   15. dir \leftarrow dir + $\alpha_i$;
16. Exploration phase (every robot $r_i$ executes this in parallel)
   17. $j \leftarrow 1$;
18. while Target location unknown do
   19. MoveLine(2, dir$_i$, $v'_i$);
   20. MoveArc(O, $\alpha_i$; $\beta$, $v'_i$);
   21. dir$_i \leftarrow$ dir$_i + \alpha_i$ $\beta$;
   22. $\beta \leftarrow -\beta$;
   23. $j \leftarrow j + 1$;
24. Communication phase (every robot $r_i$ executes this in parallel)
25. for $i$ from 1 to $\left\lceil \frac{2\pi}{\alpha_i} \right\rceil + 1$ do
   26. MoveLine(2, dir$_i$, $v'_i$);
   27. MoveArc(O, $\alpha_i$, $2j$, $v'_i$);
   28. dir$_i \leftarrow$ dir$_i + \alpha_i$;
   29. $j \leftarrow j + 1$;
30. Gathering phase (every robot $r_i$ executes this in parallel)
31. Go to target
Lemma 4. Algorithm 2 is correct, i.e., the target is always found and the robots eventually gather at the location of the target, both for the wireless and the face-to-face variation.

Proof. In order to prove the correctness of the algorithm, we have to show first, that the algorithm always finds the target, and second, that all the robots can gather at the target.

To prove the first part, we note that at each step $j$ of the exploration phase, the robots will scan an annulus where the inner circle has a radius of $2j - 1$, and the outer circle has a radius of $2j + 1$. Each point of this annulus will be scanned by $(f + 1)$ different robots. Therefore, after $j$ steps, a disc of radius $2j + 1$ will be entirely scanned by $(f + 1)$ different robots. As all parts of the disc are visited at least once by a reliable robot, the target is guaranteed to be found.

We can use the proof from Lemma 1 to show that the robots will always gather at the target for both variations, which completes the proof of Lemma 4. □

Lemma 5. The search performed by Algorithm 2 is completed in time

\[
\frac{4|d/2| + d}{v_1} + 2\pi |d/2|(|d/2| + 1) \left( \max_{0 \leq j \leq f} \left\{ \frac{f + 1 - j}{V_{k-j}} \right\} \right)
\]

for the wireless communication variation and

\[
\frac{4|d/2| + 8 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + d + 4}{v_1} + 2\pi \left( |d/2| + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right) \left( |d/2| + 2 \left\lceil \frac{2\pi}{\alpha_i} \right\rceil + 2 \right) \left( \max_{0 \leq j \leq f} \left\{ \frac{f + 1 - j}{V_{k-j}} \right\} \right)
\]

for the face-to-face communication variation.

Proof. Let $V_l = \sum_{i=1}^l v_i$ and $V'_l = \sum_{i=1}^l v'_i$ for all $1 \leq l \leq k$. First, we show the following claim:
Claim 2.

\[
\max_{0 \leq j \leq f} \left\{ \frac{f + 1 - j}{V_{k-j}} \right\} = \frac{f + 1}{V_k'}
\]

Let \(0 \leq l \leq f\) be the maximal value such that \(v_{k-l+1} > \frac{V_{k-l}}{f+1-l}\) (we set \(l = 0\) if the inequality is false for every \(l \geq 1\)). First, we show that \(l\) is the value of \(j\) that maximizes \(c(j) = \frac{f+1-j}{V_{k-j}}\). For \(l < j \leq f\), we have: \(v_{k-j+1} \leq \frac{V_{k-j}}{f+1-j}\) by definition of \(l\).

For \(l < j \leq f\), we have:

\[
V_{k-(j-1)} = V_{k-j} + v_{k-j+1} \leq \left(1 + \frac{1}{f+1-j} \right) V_{k-j} = \left(\frac{f+1-(j-1)}{f+1-j} \right) V_{k-j}
\]

and so we have:

\[
\frac{V_{k-(j-1)}}{f+1-(j-1)} \leq \frac{V_{k-j}}{f+1-j}
\]

and

\[
c(j-1) = \frac{f+1-(j-1)}{V_{k-(j-1)}} \geq \frac{f+1-j}{V_{k-j}} = c(j)
\]

By induction on \(j\), for every \(j > l\), we have \(c(l) \geq c(j)\).

For \(0 \leq j < l\), we have: \(v_{k-j} > \frac{V_{k-j}}{f+1-j}\) since \(v_{k-(l-1)} > \frac{V_{k-l}}{f+1-l}\) and for all \(1 \leq i \leq k-1\), we have \(v_i \leq v_{i+1}\). Hence for \(0 \leq j < l\), we have:

\[
V_{k-j} = V_{k-l} \sum_{i=j}^{l-1} v_{k-i} > V_{k-l} + (l-j) \left(\frac{V_{k-l}}{f+1-l}\right) > \left(\frac{f+1-j}{f+1-l}\right) V_{k-l}
\]

and

\[
c(j) = \frac{f+1-j}{V_{k-j}} < \frac{f+1-j}{\left(\frac{f+1-j}{V_{k-l}}\right) V_{k-l}} = c(l)
\]
We have shown that for $0 \leq j \leq f$, we have $c(j) \leq c(l)$.

Observe that for any $i < k-l+1$, we have $v'_i = v_i$ and so $V'_i = V_i$. For $i \geq k-l+1$, we have $v'_i = \frac{v_{k-l+i}}{f+1-l}$. We obtain:

$$V'_k = l \left( \frac{V_{k-l}}{f+1-l} \right) + V_{k-l} = \left( \frac{f+1}{f+1-l} \right) V_{k-l}$$

and so:

$$\frac{f+1}{V'_k} = \frac{f+1}{V_{k-l}} = \frac{f+1-l}{V_{k-l}} = \max_{0 \leq j \leq f} \left\{ \frac{f+1-j}{V_{k-j}} \right\}$$

This ends the proof of the claim.

Suppose that the target is found at a point situated at distance $d$ from the origin $O$, say by robot $r_i$. This happens in step $\lfloor d/2 \rfloor$ of the exploration phase (the while loop from line 25). For simplicity, we assume that the target may only be found during the circular movement of the robots. Indeed, the union of the robots' positions during circular movements cover the entire plane $(f+1)$ times. Consequently, the trajectory of the robot finding the target consists of $\lfloor d/2 \rfloor$ arcs (line 27) as well as $\lfloor d/2 \rfloor$ segments of length 2 resulting from the linear moves from lines 26. As $r_i$ uses its full speed for circular moves and speed $v_1$ for straight line moves, this takes time

$$\frac{2\lfloor d/2 \rfloor}{v_1} + \frac{\alpha_i(2+4+\cdots+2\lfloor d/2 \rfloor)}{v'_i},$$

which is equal to

$$\frac{2\lfloor d/2 \rfloor}{v_1} + \frac{2\pi(f+1)\lfloor d/2 \rfloor(\lfloor d/2 \rfloor + 1)}{V'} \quad (3.5)$$

Once the location of the target has been identified by a robot, the information needs to be shared. Wireless communication allows this to happen instantly; face-to-face communication requires more time. The time required for the face-to-face
variation is calculated as follows: Once a robot identifies the location of the target, it will execute enough steps to cover the entirety of the circle, which will require \( \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor \) extra steps at most, and we need one extra step to ensure we meet all robots, as two synchronised robots may move in the same direction and miss one another in the last step. Say that the robot to identify the target also happens to be the slowest robot \( r_1 \). Hence any robot will execute at most \( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \) steps and the total time required for both exploration and communication phases amounts to:

\[
\frac{2 \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right)}{v_1} + \frac{2\pi(v + 1) \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right) \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 2 \right)}{V'},
\]

(3.6)

Finally, for both variations, the last robot informed (say, \( r_i \)) will have to go back to the location of the target. By the time \( r_i \) is informed, in the wireless case, it will be at a distance \( 2 \left\lfloor \frac{d}{2} \right\rfloor \) from the origin, and in the F2F case, it will be at a distance at most \( 2 \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right) \) from the origin \( O \), that we obtain by considering only the linear movements of the robot. Supposing that the target is located at a point directly opposed to \( r_i \), then \( r_i \) will have to cover a distance of \( 2 \left\lfloor \frac{d}{2} \right\rfloor + d \) in the wireless case, and \( 2 \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right) + d \) in the F2F case, which it will do at its maximal speed. Therefore, the worst gathering time for the wireless case is:

\[
\frac{2 \left\lfloor \frac{d}{2} \right\rfloor + d}{v_1},
\]

(3.7)

and the worst gathering time for the F2F model is:

\[
\frac{2 \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right) + d}{v_1}
\]

(3.8)

when we consider that \( r_1 \) is the last robot informed.

We can therefore conclude that the total required time for wireless communication
which by Claim 2 is equal to:

$$\frac{4[d/2] + d}{v_1} + 2\pi [d/2]([d/2] + 1) \left( \max_{0 \leq j \leq f} \left\{ \frac{f + 1 - j}{V_{k-j}} \right\} \right).$$

For face-to-face communication, the total time is obtained by summing Formulas (3.6) and (3.8) we conclude that the total time is:

$$\frac{4[d/2] + 8 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + d + 4}{v_1} + \frac{2\pi (f + 1) ([d/2] + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1) ([d/2] + 2 \left\lfloor \frac{2\pi}{\alpha_i} \right\rfloor + 2)}{V'},$$

which by Claim 2 is equal to:

$$\frac{4[d/2] + 8 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + d + 4}{v_1} + 2\pi \left( [d/2] + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right) \left( [d/2] + 2 \left\lfloor \frac{2\pi}{\alpha_i} \right\rfloor + 2 \right) \left( \max_{0 \leq j \leq f} \left\{ \frac{f + 1 - j}{V_{k-j}} \right\} \right).$$

Next we discuss a lower bound on any search algorithm.

**Lemma 6.** Every search algorithm with $f$ crash-faulty robots has time complexity at least:

$$\left( \frac{\pi(d^2 - 1)}{2} \right) \left( \max_{0 \leq j \leq f} \left\{ \frac{(f + 1 - j)}{\sum_{i=1}^{k-j} v_i} \right\} \right).$$

**Proof.** For any $j$ such that $0 \leq j \leq f$, the adversary may choose the $j$ fastest robots $r_{k-j+1}, \ldots, r_k$ to be faulty. Observe that in order to explore all points at distance at most $d$ from the origin, each such point must be viewed by at least $f + 1 - j$ other robots. Indeed, if any such point is seen by at most $f - j$ robots, the adversary
can make them all faulty and the point remains unexplored. Therefore, the robots (except the $j$ fastest ones) altogether have to cover the area of $\pi (d^2 - 1)(f + 1 - j)$.

As, similarly as in Lemma 3, in time $t$ the robots can explore a new area of size at most $2t \left( \sum_{i=1}^{k-j} v_i \right)$, the time needed to complete the exploration equals:

$$\frac{\pi (d^2 - 1)(f + 1 - j)}{2 \sum_{i=1}^{k-j} v_i}$$

Since the adversary can choose any $j$ such that $1 \leq j \leq f$, the lower bound is the maximum among all $j$:

$$\max_{0 \leq j \leq f} \left\{ \frac{\pi (d^2 - 1)(f + 1 - j)}{2 \sum_{i=1}^{k-j} v_i} \right\} = \left( \frac{\pi (d^2 - 1)}{2} \right) \max_{0 \leq j \leq f} \left\{ \frac{(f + 1 - j)}{\sum_{i=1}^{k-j} v_i} \right\}$$

□

To sum up we have proved the following theorem.

**Theorem 2** (Crash-Faults Robots). Algorithm 2 completes the search successfully for $k$ robots, including at most $f$ of which are crash-faulty, in worst-case time

$$\left( \frac{\pi d^2}{2} \right) \left( \max_{0 \leq j \leq f} \left\{ \frac{(f + 1 - j)}{\sum_{i=1}^{k-j} v_i} \right\} \right) + o(d^2)$$

where $v_i$ for $1 \leq i \leq k$ is the speed of robot $r_i$ and $d$ is the distance from the origin $O$ to the target, when the communication is face-to-face. This is asymptotically optimal.

### 3.4 Robots with Byzantine Faults (BF)

In this section, we introduce an algorithm for robots with weak Byzantine faults, prove its correctness and analyse its complexity. Weak Byzantine robots may experience
crash-faults, as described above. In addition to those faults, they may choose to propagate information that will hinder the progress of the algorithm. They can lie about everything but their own identity (a Byzantine robot couldn't pretend to be a healthy robot). The notion of weak Byzantine robot exists in contrast to the notion of strong Byzantine robots, which have the capability to lie about everything, including their own identity. In this thesis, we focus on weak Byzantine robots.

### 3.4.1 Wireless communication

The algorithm works in a fashion similar to the one for Crash-Faulty Robots for the wireless communication model. All phases are in fact identical. However, in the CF case each phase is executed once only while in the case of Byzantine faults, the sequence of phases is iterated $f + 1$ times. In each iteration, when a target signalled turns out to be false, the robot responsible for its announcement is rejected and the remaining robots reorganize and continue to search the next annulus. Eventually, the target is found in one of the subsequent iterations or the robots eliminate all faulty robots and in the $(f + 1)$-st iteration the real target is effectively found. With respect to the CF case an extra cost is paid for the robots reorganization, between consecutive iterations of the algorithm. The total time is asymptotically dominated by the exploration cost, which does not increase. This is based on the fact that the search by $k$ robots containing at most $f$ faulty ones is more costly than the search by $k - i$ robots with $f - i$ faulty ones for $i > 0$.

If two targets are identified at the same time, all robots agree on one of the targets to visit (using any given algorithm), then go visit the other.

**Lemma 7.** The wireless algorithm for Byzantine robots described above completes the
gathering of all reliable robots at the location of the target in time

\[
\frac{2[d/2] + 4(d+1)(f+1)}{v_1} + \frac{2\pi[d/2]([d/2] + 1)}{v_1} \left( \max_{0 \leq j \leq f} \left\{ \frac{f+1-j}{\sum_{i=1}^{k-j} v_i} \right\} \right).
\]

Proof. The total time required for all reliable robots to gather at the location of the target is equal to the total time required to identify the target, plus the total time required to investigate each potential target.

The time required to identify the location of the target is again at most

\[
\frac{2[d/2]}{v_1} + \frac{\alpha_i(2 + 4 + \cdots + 2[d/2])}{v_i'},
\]

which is equal to

\[
\frac{2[d/2]}{v_1} + \frac{2\pi[d/2]([d/2] + 1)}{v_1} \left( \max_{0 \leq j \leq f} \left\{ \frac{f+1-j}{\sum_{i=1}^{k-j} v_i} \right\} \right).
\]

(3.9)

If the adversary decides to place the location of all possible targets on the last annulus to be explored (that is, every potential target is at a distance exactly \((d+1)\) of the origin), then \(r_1\) has to cover a distance of at most \(4(d+1)(f+1)\) before arriving at the location of the real target.

This takes time of at most

\[
\frac{4(d+1)(f+1)}{v_1}
\]

(3.10)

and the total execution time is bound by

\[
(3.9) + (3.10) = \frac{2[d/2] + 4(d+1)(f+1)}{v_1} + \frac{2\pi[d/2]([d/2] + 1)}{v_1} \left( \max_{0 \leq j \leq f} \left\{ \frac{f+1-j}{V_{k-j}} \right\} \right)
\]
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This proves Lemma 7.

3.4.2 Face-to-face communication

We introduce the following two algorithms to solve the byzantine face-to-face communication problem.

The (f + 1)-Confirmations Algorithm

In this algorithm, we cover each annulus 2f + 1 times, instead of f + 1 as we did with the crash-faulty robots. Each robot follows its own exploration path until it receives f + 1 confirmations of the same location of the target, before switching to the gathering phase. Specifically, we have:

Initialisation phase: the robots divide the plane in angular sectors, in a fashion similar to what was done in the crash-faults scenario. Each point of the plane is covered by 2f + 1 different robots.

Exploration phase: identical to the crash-fault scenario.

Communication phase: each robot that finds the target executes \( \lceil \frac{2\pi}{w_1} \rceil + 1 \) extra steps, going only counter-clockwise (instead of changing direction at every step), thus meeting every other robot which is still in its exploration phase. Once this is done, they execute their gathering phase. A robot that does not find the target stays in its exploration phase until it is informed about the same location of the target by \( f + 1 \) incoming robots, then executes its gathering phase.

Gathering phase: the robot moves in a straight line toward the target.

Lemma 8. The algorithm described above is correct, i.e. the target is always found and the robots eventually gather at the location of the target.

Proof. In order to prove the correctness of the algorithm, we have to show 1) that the target is always found, and 2) that all the robots are eventually informed and gather
at the target. To prove the first part, we note that at each step of the exploration phase, the robots scan an annulus whose inner circle has radius $2i - 1$, and the outer circle has radius $2i + 1$, with $i$ being the current step. Each point of the annulus is visited by $2f + 1$ robots, thus ensuring that at least $(f + 1)$ reliable robots see the target. As all points are visited at least once by $(f + 1)$ reliable robots, the target is guaranteed to be found.

Once the robots have found the target, they start informing every other robot. As the algorithm does not allow for a robot to deviate from its exploration course before receiving $(f + 1)$ confirmations, the robots are guaranteed to meet every other robot, and the byzantine robots will be unable to sway any reliable robot. Since each robot that saw the target will eventually meet every other reliable robot, it is guaranteed that every reliable robot that did not see the target directly will hear about the target at least $(f + 1)$ times. Once this is done, they have a confirmation of the location of the target. □

Lemma 9. The search performed by the algorithm described above is completed in time

$$4 \left( \frac{\lfloor d/2 \rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1}{v_1} \right) + d + 4\pi \left( \frac{\lfloor d/2 \rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_i} \right\rfloor + 1}{v_1} \right) \left( \frac{\lfloor d/2 \rfloor + 2 \left\lfloor \frac{2\pi}{\alpha_i} \right\rfloor + 2}{V_k} \right) \max_{0 \leq j \leq f} \left( \frac{j + 1 - j}{V_k-j} \right).$$

Proof. Suppose that the target is found at a point situated at a distance $d$ from the origin $O$, say by robot $r_i$. This happens in step $\lfloor d/2 \rfloor$ of the exploration phase. For simplicity, we assume that the target may only be found during the circular movement of the robots. Indeed, the union of the robots’ positions during circular movements cover the entire plane $(2f + 1)$ times. Once the location of the target has been identified by a robot, the information needs to be shared. The robot which holds the information needs to go in the counterclockwise direction covering arcs of the entire
circle, and then one extra step to meet a robot he may have missed because both robots were moving in the same direction. Consequently, we need \( \lceil \frac{2\pi}{\alpha_1} \rceil + 1 \) extra steps at most. As the speed of the robot to identify the target is also at least \( v_1 \), the total time required for both exploration and communication phase is bound by:

\[
\frac{2 \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right)}{v_1} + \frac{2\pi(2f + 1) \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right) \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 2 \right)}{V'}.
\]

(3.11)

The last robot informed (say, \( r_i \)) will have to go to the location of the target. By the time \( r_i \) is informed, it will be at a distance \( \frac{2\left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right)}{v_1} \) from the origin \( O \). In the worst case, the target is located at a point directly opposed to \( r_i \), hence \( r_i \) will have to cover that distance plus \( d \) to reach the target, walking at its maximal speed. Therefore, the worst gathering time (when the slowest robot \( r_1 \) is the last one informed) is bound by

\[
2 \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right) + d.
\]

(3.12)

The total time is obtained by summing Formulas (3.11) and (3.12); we conclude that the total time is

\[
(3.11) + (3.12) = \frac{4 \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right)}{v_1} + \frac{2\pi(2f + 1) \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right) \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 2 \right)}{V'}
\]

which by Claim 2 is equal to:

\[
\frac{4 \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right)}{v_1} + 4\pi \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 1 \right) \left( \left\lfloor \frac{d}{2} \right\rfloor + 2 \left\lceil \frac{2\pi}{\alpha_1} \right\rceil + 2 \right) \max_{0 \leq j \leq f} \left\{ \frac{f + 1 - j}{V_{k-j}} \right\}.
\]

This proves Lemma 9. \( \square \)

The Fault-Reduction Algorithm

In this algorithm, we cover each point by \( f + 1 \) robots, as we in the CF case. The
initialization phase and exploration phase are identical to the crash-fault scenario. We have the following communication and gathering phases:

\textit{Communication phase.} Once a robot finds the target, it takes circular movements in the counter-clockwise direction, attempting to meet every robot still in its exploration phase. It takes \(\lceil \frac{2\pi}{v_i} \rceil + 1\) steps which involve straight-line moves retreating from the origin. Once a robot that did not find the target is informed, it will itself start doing the same counterclockwise moves to inform every other robot of a possible location of the target. Once a robot is done with its sequence of informing moves, it will execute its gathering phase.

\textit{Gathering phase.} The robot goes to the origin, and waits until \((k - f)\) robots are present there. It then waits \(\frac{2\pi}{\alpha_1} + 1\) steps, and then \(\frac{d + \frac{2\pi}{\alpha_1} + 1}{v_i}\) additional steps (thus ensuring that every reliable robot arrives at the origin). Every robot that did not arrive at the origin after this delay is immediately considered byzantine, and is therefore ignored for the rest of the algorithm. More so, every robot that arrived \(\frac{2\pi}{\alpha_1} + 1 + \frac{d + \frac{2\pi}{\alpha_1} + 1}{v_i}\) steps earlier is also considered byzantine, and is ignored for the rest of the algorithm.

Once every reliable robot has arrived, they all move to the location of the potential target. If more than one target location is identified, the robots go to the location which was found first.

Once all reliable robots gathered at the location of a target, and the target turns out to be false the robots apply a procedure to identify the liar. By elimination, a pair of robots which are contradicting each other is identified: the one that created the message, and the one that received it. Both such robots, the one that sent the message and the one that received it, are considered byzantine, and are ignored for the rest of the algorithm. Note that a reliable robot may be eliminated this way, but as two robots are contradicting each other and the remaining robots cannot collectively identify who lies, they are both discarded from future actions.
Once this is done, the remaining robots re-arrange their sectors of the plane, and restart the exploration of the next annulus. In such a way, after $x$ false targets were identified, and $x$ pairs of robots were discarded as being byzantine, the annulus is covered $(f - x + 1)$ times, and $(k - 2x)$ robots are still working to continue the search.

**Lemma 10.** Fault-Reduction Algorithm is correct, i.e. the target is always found and the robots eventually gather at the location of the target, under the condition that $k > 2f$.

*Proof.* In order to prove the correctness of the algorithm, we have to show 1) that the target is always found, and 2) that all the robots are eventually informed and gather at the target. To prove the first part, we note that at each step of the exploration phase, the robots will scan an annulus whose inner circle has radius $2i - 1$, and the outer circle has radius $2i + 1$, with $i$ being the current step. Each point of the annulus is visited by $f + 1$ different robots, thus ensuring that at least one reliable robot sees the target. As all points are covered by at least one reliable robot, the target is guaranteed to be found. Once a reliable robot has found the target, it will start informing every other robot, thus ensuring that every robot receives the information. Byzantine robots that want to mislead the reliable robots may do so $f$ times, thus multiplying the number of required communication and gathering phases by $f + 1$. However, each time this is done, we get rid of at least one byzantine robot. Robots will never be de-synchronized from the rest of the swarm, since as soon as a reliable robot is informed, it also informs every other robot, and they all gather at the origin within a time which is linear in $d$. Robots will never wait indefinitely in the origin, as the waiting time is bound linearly in $d$ as well. Therefore, robots can never be stalled indefinitely, and they will eventually all gather at the location of the real target. □
Lemma 11. If every robot of the collection has speed \( v = 1 \), then the search performed by the Fault-Reduction Algorithm is completed in time \( \frac{f+1}{2k} \pi d^2 + o(d^2) \)

Proof. The total time required by the Fault-Reduction Algorithm is equal to the sum of the exploration time, and the communication and gathering phases, which can both be done up to \( f+1 \) times.

Each time a byzantine robot claims to have found a target, we will eliminate two robots, including at least one robot which is byzantine. Therefore, for each occurrence \( i \) of a byzantine robot declaring a false target at distance \( d_i \), we execute a communication phase, a gathering phase, and we redistribute the next annulus to cover between the remaining robots. The total time spend in the exploration phase can therefore be bound by

\[
\frac{f + 1}{2k} A(0, d_1) + \frac{f}{2(k - 2)} A(d_1, d_2) + \cdots + \frac{2}{2(k - 2(f - 1))} A(d_{f-1}, d_f) + \frac{1}{2(k - 2f)} A(d_f, d)
\]

where \( A(a, b) \) represents the time required to cover an entire annulus by a robot, with the inner circle of radius \( a \) and the outer circle of radius \( b \). Observe that \( \frac{f+1}{2k} \geq \frac{f+1-i}{2(k-2i)} \), for \( k \geq 2(f+1) \) and \( 1 < i < f+1 \). Therefore, we can bound the expression above by:

\[
\frac{f + 1}{2k} A(0, d)
\]

Consequently, we obtain that the exploration phase takes at most

\[
2\lfloor d/2 \rfloor + \frac{2\pi(f + 1)[d/2]([d/2] + 1)}{2k}
\]  \( (3.13) \)

Each time a robot claims to have identified a target, it must inform every other robot, thus following counterclockwise arcs summing up to \( 2\pi \). The last robot in-
formed must in turn cover counterclockwise arcs summing up to $2\pi$, then gather at
the origin. From the moment the target is identified initially, at a distance at most
d of the origin $O$, to the moment where all reliable robots are gathered at the origin
$O$, the time elapsed is at most

\[ d + \frac{2[2\pi]}{\alpha_1} + \frac{2\pi(f + 1)}{k} \left( \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right)^2 + \frac{2\pi(f + 1)}{k} \left( \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right) d \]

Once every robot is at the origin, they will travel a distance of at most $d$ to verify
if the target is the real one. If it isn’t, the farthest robot will have to travel a distance
of at most $2d$ to take its position to resume the exploration. This is done at speed
$v = 1$. As this entire process may have to be repeated at most $f + 1$ times, we can
bound the maximal amount of time required to identify the real target with:

\[
(f+1)^2 \frac{2[2\pi]}{\alpha_1} + (f+1)^2 \frac{2\pi(f + 1)}{k} \left( \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right)^2 + (f+1) \left( \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right) d + (f+1)4d
\]

(3.14)

The total time is obtained by summing Formulas (3.13) and (3.14); we conclude
that the total time is

\[
(3.13) + (3.14) = 2\left\lfloor d/2 \right\rfloor + \frac{2\pi(f + 1)|d/2|(|d/2| + 1)}{2k}
+ (f + 1)^2 \frac{2[2\pi]}{\alpha_1} + (f + 1)^2 \frac{2\pi(f + 1)}{k} \left( \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right)^2
+ (f + 1) \left( \left\lfloor \frac{2\pi}{\alpha_1} \right\rfloor + 1 \right) d + (f + 1)4d
= \frac{f + 1}{2k} \pi d^2 + o(d^2)
\]

This proves Lemma 11. \qed
Observe that the lower bound of Lemma 6 for \( f \) crash-faulty robots is clearly valid for \( f \) byzantine robots. To sum up we have proved the following theorem.

**Theorem 3** (Byzantine Robots). In the wireless case, our algorithm completes the search successfully for \( k \) robots, including \( f \) byzantine ones, in worst-case time

\[
c = \left( \frac{\pi d^2}{2} \right) \left( \max_{0 \leq j \leq f} \left\{ \frac{(f + 1 - j)}{\sum_{i=1}^{k-j} v_i} \right\} \right) + o(d^2),
\]

where \( v_i \) for \( 1 \leq i \leq k \) is the speed of robot \( r_i \) and \( d \) is the distance from the origin \( O \) to the target. More so, in the face-to-face case, the \((f+1)\)-Confirmations Algorithm completes the search successfully for \( k \) robots, including \( f \) byzantine ones such that \( 2f < k \), in worst-case time \( 2c \) and the Fault-Reduction Algorithm described above for the F2F model completes the search successfully for \( k \) robots of equal speed \( v = 1 \), including \( f \) byzantine ones such that \( 2f + 2 \leq k \), in worst-case time \( \frac{(f+1)\pi d^2}{2k} + o(d^2) \).

### 3.5 Additional Remarks and Conclusion

We studied search in the plane with faulty robots under two different scenarios. In the first one, some robots can be subject to crashes, and stop working properly, whereas in the second one, robots may be byzantine, and actively work against our goal. For both scenarios, we considered the wireless and the F2F communication model. We designed an algorithm which has asymptotically optimal search time, for all of those cases, with the exception of the byzantine F2F model. In this case, we offer two algorithms: the first one works for any \( 2f + 1 \leq k \) and is 2-competitive, and the second one works for \( 2f + 1 < k \), and assumes that all robots have equal speed. This second algorithm is optimal.

The algorithms we presented consider robots with a visibility range of 1. We
suggest that our algorithms can be adjusted to take into account robots with visibility range that vary from one to the other, by modifying the angular value of each robot’s coverage sector so as to take their visibility range into account. We leave this subject as an open problem.
Chapter 4

Searching for a Non-adversarial, Uncooperative Agent on a Cycle

4.1 Introduction

Due to their fundamental nature, the problems of searching and exploration have been investigated in many areas of mathematics and computer science, especially in robotics and autonomous mobile agent computing. The robots move with certain speeds (not necessarily the same) and the objective of the search is to find a (usually static) target placed at an unknown location of the domain in a (provably) optimal time. This search problem was first proposed by Bellman [20] and independently by Beck [19].

In this chapter we consider a similar search problem concerning $k$ mobile autonomous robots which are initially located on the perimeter of a unit cycle and which can move with maximum speed $1$ on its perimeter. Unlike previous research which considers a static target, in our work the robots are aware that a bus (non-adversarial, uncooperative agent) is moving with constant speed, say $s$, along the
perimeter of the unit cycle but do not know its exact location and may or may not know its direction of movement. We assume that during their search the robots can move in any direction anywhere on the perimeter of the cycle and can also communicate wirelessly at any distance during their trajectories.

More specifically, we are interested in investigating the following search problem: Give an algorithm which places the robots on the perimeter of the cycle and minimizes the search time so that at least one of the robots can catch the bus. By the “robot catching the bus” we mean that the robot and the bus are at the same location at the same time.

4.1.1 Preliminaries and model of computation

We assume that the robots are traversing a cycle (the perimeter of a disk of unit radius). Furthermore, there is a bus which is rotating around the cycle at constant speed s and its location is unknown to the robots. The robots can communicate wirelessly and when a robot finds the bus it can broadcast its location to the rest of the robots. Note that in the single robot case ($k = 1$), wireless communication is unnecessary since the search algorithm is executed by the robot alone.

The robots can move at speed at most 1 on the perimeter of the disk and can change direction at will at any time during the search depending on the specifications of the algorithm. An algorithm specifies the initial position and trajectories of the robots. For $k$ robots, their movement is specified by a $k$-tuple $(f_1(t), f_2(t), \ldots, f_k(t))$ of $k$ continuous functions such that $f_i(t)$ gives the precise location of the $i$-th robot on the cycle at time $t$, where $i = 1, 2, \ldots, k$. Without loss of generality we may assume that the robots start at the same time while the bus is always in motion around the cycle.
4.1.2 Related work

Our problem can be seen as a rendezvous/meeting problem with an uncooperative, but not adversarial agent, a middle case between rendezvous and cops and robbers. In the standard rendezvous model, all agents fully cooperate to the common meeting goal. Indeed, this is the case in the related paper [109] on rendezvous of two robots with different speeds in a cycle (our problem is different in that one of the two vehicles—namely the bus—has a fixed speed and cannot change direction). At the other extreme, in cops and robbers problems (e.g., see [28]), the cops have the same goal of meeting the robber, but the robber is adversarial and actively tries to avoid meeting. Here (at least for search), we are also trying to meet with an agent. However, that agent does not cooperate, but goes doing its own business, not caring whether it is met or not.

The underlying domain which is traversed by the robots is a continuous curve (in our case the perimeter of a disk of unit radius). In this setting, in addition to the rendezvous paper [109], related to our rendezvous problem is the work on probabilistic rendezvous for robots with different speeds [160], rendezvous for multiple robots with different speeds in [143], and rendezvous for two robots with different speeds in arbitrary graphs [162].

Related is the literature on search involving a robot and a static exit in the seminal papers [11, 19, 20] as well as extensive discussions and models in the books on search problems [3], on the theory of rendezvous games [7], and on the game of cops and robbers [28]. More recently, there is research on robot evacuation which is like search but measures the quality of search by the time it takes the last robot to find an exit; this has been investigated in the wireless model as well as in the face-to-face model [56]. Related papers on robot evacuation include two robots in the face-to-face
model [32, 62] and [68] in the wireless model when the underlying domain is a triangle or a square.

There is also related work on gathering a collection of identical memoryless, mobile robots in one node of an anonymous unoriented ring. Robots start from different nodes of the ring and operate in Look-Compute-Move cycles and have to end up in the same node [152], as well as oblivious mobile robots in the same location of the plane when the robots have limited visibility [121].

### 4.1.3 Outline and results

Depending on the model being considered the robots may or may not have knowledge of the direction of movement and speed of the bus. In particular, in this chapter we determine the search time for the following cases. The robots

1. do not know the direction of movement but know the speed of the bus, and

2. know neither the direction of movement nor the speed of the bus.

We note that if the robot knows the direction of movement of the bus, then it has been proved in [109] that \( 2\pi/(s + 1) \) is a tight bound on the search time.

In Section 4.2 we provide tight upper and lower bounds for single robot search, while in Section 4.3 we provide tight upper and lower bounds for multiple robot search. In both sections we consider the impact of knowing the direction of movement of the bus. Table 4.1 summarizes the results of Section 4.2 for a single robot and Table 4.2 summarizes the results of Section 4.3 concerning multiple robots.
Table 4.1: Optimal search time for a single robot of maximum speed 1. The column "Speed" refers to what the robot knows about the speed of the bus.

<table>
<thead>
<tr>
<th>Direction</th>
<th>Speed</th>
<th>Search Time</th>
<th>Theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known</td>
<td>$s$</td>
<td>$2\pi/(s+1)$</td>
<td>Theorem 4 [109]</td>
</tr>
<tr>
<td>Unknown</td>
<td>$s \geq 1$</td>
<td>$2\pi/s$</td>
<td>Theorem 5</td>
</tr>
<tr>
<td>Unknown</td>
<td>$1/3 \leq s \leq 1$</td>
<td>$4\pi/(s+1)$</td>
<td>Theorem 5</td>
</tr>
<tr>
<td>Unknown</td>
<td>$s \leq 1/3$</td>
<td>$2\pi/(1-s)$</td>
<td>Theorem 5</td>
</tr>
<tr>
<td>Unknown</td>
<td>Unknown</td>
<td>$4\pi$</td>
<td>Theorem 6</td>
</tr>
</tbody>
</table>

Table 4.2: Optimal search time for $k$ robots of maximum speed 1. The column "Speed" refers to what the robots know about the speed of the bus.

<table>
<thead>
<tr>
<th>Direction</th>
<th>Speed</th>
<th>Search Time</th>
<th>Theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known</td>
<td>$s$</td>
<td>$2\pi/k(s+1)$</td>
<td>Theorem 7</td>
</tr>
<tr>
<td>Unknown</td>
<td>$s \geq 1$</td>
<td>$2\pi/k.s$</td>
<td>Theorem 8</td>
</tr>
<tr>
<td>Unknown</td>
<td>$s \leq 1$</td>
<td>$2\pi/k(k \text{ even})$</td>
<td>Theorem 8</td>
</tr>
<tr>
<td>Unknown</td>
<td>$s \leq 1$</td>
<td>$2\pi/k(k \text{ odd})$</td>
<td>OPEN</td>
</tr>
<tr>
<td>Unknown</td>
<td>Unknown</td>
<td>$2\pi/k(k \text{ even})$</td>
<td>Theorem 9</td>
</tr>
<tr>
<td>Unknown</td>
<td>Unknown</td>
<td>$2\pi/(k-1)(k \text{ odd})$</td>
<td>OPEN</td>
</tr>
</tbody>
</table>

4.2 One Robot

Consider the case of a single robot $R$ and let $B$ denote the bus and $P$, the path followed by the robot. Throughout this section we assume that the bus is moving at constant speed $s$ and cannot change direction, while the robot is moving with speed 1. Our analysis is divided into three subsections depending on the knowledge the robot has about the bus. In Subsection 4.2.1 we assume only that the robot knows the direction of movement of the bus, in Subsection 4.2.2 the robot does not know the direction of movement of the bus but knows its speed, while in Subsection 4.2.3 the robot knows neither the direction nor the speed $s$ of the bus. Table 4.1 summarizes the results of Section 4.2 for a single robot.
4.2.1 Known direction of movement of the bus

In this subsection we assume that the robot knows only the direction of movement of the bus. The following theorem was first proved in [109] but we state it for completeness.

**Theorem 4 ([109]).** *If the robot knows the direction of movement of the bus then*

\[
\frac{2\pi}{s + 1}
\]

*is the worst-case optimal search time.*

**Proof.** (Theorem 4) Without loss of generality assume the bus is moving in the CCW direction. To prove the upper bound consider the following algorithm (depicted in Figure 4.1) which is executed by the robot.

---

**Search Algorithm (Direction Known).**

1. Move along the perimeter in CW direction;
2. Stop when bus is found;

---

Figure 4.1: Robot search for a moving bus \( B \). The bus is moving with speed \( s \) along the perimeter of a cycle and the robot is moving with speed 1 searching for the bus.
Since the robot chooses to move in a direction opposite to the direction of movement of the bus, the two will meet. The initial distance (when the robot reaches the perimeter) between robot and bus is at most $2\pi$ and therefore the two will meet in time not exceeding \( \frac{2\pi}{s+1} \).

The proof of the lower bound \( \frac{2\pi}{k(s+1)} \) follows from the work of [109]. This proves Theorem 4.

\[ \square \]

### 4.2.2 Unknown direction of movement but known speed of the bus

In this subsection we assume that the robot does not know the direction of movement but knows the speed \( s \) of the bus.

**Theorem 5.** If the robot knows the speed \( s \) of the bus but does not know its direction of movement then the optimal search time is exactly

1. \( \frac{2\pi}{s} \) if \( s \geq 1 \).

2. \( \frac{4\pi}{s+1} \) if \( \frac{1}{3} \leq s \leq 1 \).

3. \( \frac{2\pi}{1-s} \) if \( s \leq \frac{1}{3} \).

**Proof.** (Theorem 5) We prove separately the upper and lower bounds in all three cases in the statement of the theorem.

**Upper bounds.** The upper bounds are relatively simple and we present below three simple algorithms.

To prove Statement 1 assume that \( s \geq 1 \). In the search algorithm below, the robot stays put and waits for the bus to arrive.
Search Algorithm (Direction Unknown: \(s \geq 1\)).

1. The robot waits for the bus to arrive.

The upper bound \(\frac{2\pi}{s}\) in Statement 1 is immediate since the bus travels with speed \(s\) and the robot is at distance at most \(2\pi\) from the bus.

To prove Statement 2, assume that \(\frac{1}{3} \leq s \leq 1\) and consider the following search algorithm.

Search Algorithm (Direction Unknown: \(1/3 \leq s \leq 1\)).

1. The robot chooses a direction and walks for time \(\frac{2\pi}{s+1}\);

2. If no bus found then it changes direction and walks until bus is found;

The upper bound \(\frac{4\pi}{s+1}\) in Statement 2 is easy since in the first part of the algorithm the robot walks for time \(\frac{2\pi}{s+1}\). If it did not meet the bus by this time it is because the bus is moving in the same direction as the robot. Therefore at the moment the robot changes direction, in the second part of the algorithm, it is certain that it is moving against the bus. Therefore it will meet the bus in additional time \(\frac{2\pi}{s+1}\).

To prove Statement 3, assume that \(s \leq \frac{1}{3}\) and consider the following search algorithm.

Search Algorithm (Direction Unknown: \(s \leq 1/3\)).

1. Robot chooses an arbitrary direction and walks until bus is found;

The upper bound \(\frac{2\pi}{1-s}\) in Statement 3 is easy since in the worst case the bus and the robot are moving in the same direction with initial distance at most \(2\pi\).

Lower bounds. Next we proceed to prove the lower bounds for all three cases in the statement of the theorem.

Let us introduce a visualisation that will be used in the other lower bounds as well. The \(x\)-axis represents time and the \(y\)-axis represents positions in the circle. The bus trajectory is then represented by a line passing though the initial position of the
bus, with the slope determined by the speed and direction of the bus (let downslope mean counterclockwise direction).

The robot's trajectory from time 0 until time $T$ will be represented by a contiguous curve $P$ (possibly consisting of straight line segments) in this time-space diagram. Let $p_s$ and $p_e$ denote the start and end-points of $P$. In order for the robot to catch the bus, its trajectory will have to cross the bus lines corresponding to all possible initial positions, directions (and possibly speeds, if the speed is unknown) of the bus. Such a robot trajectory will be called a valid one. Note that the validity of the trajectory depends on the assumptions/knowledge about the bus's speed $s$, i.e. a trajectory valid for a given $s$ might not be valid for different $s$.

![Figure 4.2: Trajectory and other concepts: $u$, $v$, $u'$ and $v'$ are key points. $t_a$, $t'$, $q_a$ and $q'$ are support lines.](image)

Consider first the case where the speed of the bus is known to be $s$, but its direction is unknown. For a fixed $P$, let $t_a^s$ and $t_b^s$ denote tangents of slope $s$ touching $P$ from above and below, respectively. Since here we deal with fixed $s$, we will omit superscripts, and use shorthands $q_a$ and $q_b$ for $t_a^{-s}$ and $t_b^{-s}$, respectively (refer to Figure 4.2).

Let $z(x)$ denote the $y$-coordinate of line $z$ at time $x$. Hence, $t_a(0)$ and $t_b(0)$ represent the starting positions of the buses moving at speed $s$ that touch the trajectory.
Lemma 12. If the bus speed $s$ is known but its direction is unknown, then $P$ is valid if and only if $t_a(0) - t_b(0) \geq 2\pi$ and $q_a(0) - q_b(0) \geq 2\pi$

Proof. As the y axis represents the unfolded perimeter of the cycle, every point of the cycle is represented in any segment of y-axis of length at least $2\pi$. In particular, the segment $\langle t_b(0), t_a(0) \rangle$. Note that since $P$ is contiguous, every line of slope $s$ lying between $t_b$ and $t_a$ represents a bus starting at this segment intersecting $P$. As the same argument holds for direction $-s$, $P$ is valid.

If (without loss of generality) $t_a(0) - t_b(0) < 2\pi$, there is a point in the circle not covered by the segment $\langle t_b(0), t_a(0) \rangle$. A bus line of slope $s$ crossing this point does not intersect $P$, therefore $P$ is not valid. □

Let $u$ be the earliest (in time) of the intersections of $t_a$ or $t_b$ with $P$. Let $t'$ be a line of slope $s$ at vertical distance exactly $2\pi$ from $u$ and lying between $t_a$ and $t_b$. Let $u'$ be the earliest intersection of $t'$ with $P$. Note that since $t'$ is between $t_a$ and $t_b$, it is ensured to intersect $P$, hence $u'$ is well defined. Define $v$ and $v'$ for the slope $-s$ analogously (see Figure 4.2). Let us call points $u$, $v$, $u'$, $v'$ the key points of $P$.

Let $P'$ be a trajectory starting at the earliest of the key points, following $P$ and finishing at the latest key point ($v$ to $u'$ in Figure 4.2). We will call such trajectory a pruned trajectory. By Lemma 12 and its construction, $P'$ is also a valid trajectory for $s$. (Note that translating a trajectory does not change its validity status, as translations correspond to different starting time and position of the robot.)

We are now ready to prove Statement 1 of Theorem 5: Since $s \geq 1$, we immediately get that $u = v = p_s$. By Lemma 12, in order for $P$ to be valid, it must touch both $t'$ and $q'$ (see Figure 4.3). Note that the robot can do so in time $2\pi/s$ by simply waiting at the starting location. Assume, on the contrary, that it moves and first touches
(without loss of generality) $q'$ at point $v'$). Then the earliest it can touch $t'$ is by moving towards it (counterclockwise). However, it will not be able to reach $t'$ sooner than $q'$ (which is also moving counterclockwise, but at speed $s \geq 1$), which reaches $t'$ at time exactly $2\pi/s$.

Consider now the case $s < 1$. We know that we can prune the trajectory without increasing its span or breaking its validity. In fact, the following Lemma tells us that it is sufficient to consider only trajectories with robot moving at full speed at all time:

**Lemma 13.** Let $P'$ be a valid pruned trajectory of span $T$. Then there exists a valid trajectory $P''$ of span at most $T$ in which the robot always travels at full speed.

**Proof.** Let $a$, $b$, $c$ and $d$ be the key points of $P'$, ordered by time. Let $r_a$, $r_b$, $r_c$ and $r_d$ be the corresponding support lines. $P'$ will be modified as follows (see Figure 4.4):

![Figure 4.4: Speeding up pruned trajectory.](image)
• consider the robot moving from $c$ to $r_d$ at full speed and let $d'$ be the point where it reaches $r_d$

• consider the robot moving from $b$ to $r_a$ at full speed back in time and let $a'$ be the point where it reaches $r_a$ (alternatively, $a'$ is the point on $r_a$ from where a robot moving at full speed towards $r_b$ reaches $b$)

• finally, let $c'$ be the point where the robot moving at full speed from $b$ to $r_c$ reaches $r_c$ and let $d''$ be the point where the robot moving from $c'$ at full speed towards $r_d$ reaches it

As the support lines did not change, the trajectory $a'bc'd''$ is still valid. Note that $a'$ is not earlier than $a$ and $d'$ is not later than $d$. Also, as $c'$ is not later than $c$, then $d''$ is not later than $d'$ and hence the resulting span $a'd''$ has not increased. □

Hence, it is sufficient to consider only trajectories consisting of at most three line segments of slope 1 and $-1$. In fact, it is sufficient to consider only one- and two-segment trajectories:

**Lemma 14.** Let $P$ be a valid pruned full-speed trajectory consisting of three segments of alternating directions. Then there exists a valid pruned full-speed trajectory of at most two segments with smaller span.

![Figure 4.5: Optimizing a three-segment trajectory.](image-url)
As $P$ has three segments, it must change direction in each of its interior key points and each key point touches exactly one support line. Without loss of generality the first segment is of speed 1. As $P$ changes direction whenever it touches a support line, the only possibility is shown in Figure 4.5. However, the trajectory $a'b'c'$ touches all four support lines and hence is valid, and its span is smaller than then span od $P$.

Now we are ready to prove Statements 2 and 3. We need to consider only two strategies:

- **One segment**: the robot travels in one direction until it meets the bus, or

- **Two segments**: the robot travels in one direction for distance $2\pi/(1+s)$ (any two segment trajectory needs to cross from the starting support line to the opposing one; if it reverses sooner, it can only achieve the needed $2\pi$ separation between support lines by travel of $2\pi/(1-s)$ since reversal, at which point one segment strategy is better), then reverses and travels until it meets the bus.

In the one segment strategy, the worst case time to meet the bus is $2\pi/(1-s)$, in the two segments strategy, it is $4\pi(1+s)$. The first is better for $s < \frac{1}{3}$, the latter for $s \in \left(\frac{1}{3}, 1\right)$, which proves Statements 2 and 3. This completes the lower bound in all three cases and proves Theorem 5.

4.2.3 **Robot knows neither the direction nor the speed of the bus**

In this subsection we assume that the robot knows neither the direction of movement nor the speed of the bus.
Theorem 6. If the robot knows neither the speed $s$ of the bus being used nor its direction of movement then there is an algorithm with search time

$$2\pi \left( 1 + \frac{1}{s+1} \right).$$

Moreover, for any $\epsilon > 0$, it is possible to assign a speed $s$ to the bus such that no algorithm can achieve rendezvous with the bus in time less than $4\pi - \frac{\epsilon}{2}$.

Proof. (Theorem 6) Consider the following search algorithm.

Search Algorithm (Direction and Speed Unknown).

1. Choose any direction and walk for at most time $2\pi$;
2. If no bus found then reverse direction and walk until bus is found;

To prove the upper bound, note that if the algorithm failed in time $2\pi$ to find the bus in Step 1 it is because it is traversing the cycle in the same direction as the bus. Therefore by reversing direction it is guaranteed that bus and robot are moving in opposite direction. Hence, they will meet in additional time $\frac{2\pi}{s+1}$, which proves the upper bound.

To prove the lower bound, first observe that for all $s$ it must hold $t^s_a(0) - t^s_b(0) \geq 2\pi$ (i.e. the width of the strip of slope $s$ encompassing the whole $P$ must be at least $2\pi$). Consider an $s$ for which the width $w = t^s_a(0) - t^s_b(0)$ is minimized. Since $w$ cannot be reduced by choosing infinitesimally smaller or larger $s$ (i.e. rotating the strip), there must be three support points $a$, $b$, $c$ placed on the tangents $t^s_a$ and $t^s_b$ such that the points alternate the tangent lines (two points, one each on the support lines for $s = 0$, can also define a strip of minimal width, but those points would need to have the same time coordinate, which is impossible, as $P$ represents robot's trajectory).

Without loss of generality assume $a$ and $c$ are on $t^s_a$ and $b$ is on $t^s_b$ (see Figure 4.6).

Let $P$ be an optimal trajectory. This means that $\forall \epsilon > 0$ there exists a bus speed
Figure 4.6: Lower bound for unknown bus speed. The dotted lines correspond to robot traveling at speed 1 to/from b. The dashed lines show slight rotation of the strip (if c was not on the top support line), yielding reduced width (as $\delta_a < \delta_b$). If a was not on the top support line, slight rotation in other direction will yield smaller strip width.

and initial placement such that the robot meets the bus not earlier than $\epsilon$ before completing $P$, i.e. $|P| - \epsilon$ is a lower bound on the meeting time, where $|P|$ is the span of the trajectory $P$. Let us calculate how long will it take the robot to cross from a to b and then from b to c, as this is a lower bound on the span of $P$. It takes at least $2\pi/(1 + s)$ to reach b from a, and at least $\frac{2\pi}{s}$ to reach c from b (or the other way around, depending on the direction of $s$ and which support line has two points) i.e altogether

$$|P| = \frac{2\pi}{s + \frac{2\pi}{1 - s}} = \frac{4\pi}{1 - s^2}$$

We now indicate how to select the speeds. Note that by the geometric series expansion of $\frac{1}{1-s^2}$ we have that $\frac{4\pi}{1-s^2} = 4\pi + 4\pi s^2 + o(s^2)$. Therefore $|P| \leq 4\pi + 4\pi s^2 - \epsilon \leq 4\pi - \frac{\epsilon}{2}$ provided that $4\pi s^2 < \frac{\epsilon}{2}$ (i.e., $s < \sqrt{\frac{\epsilon}{8\pi}}$).

This completes the proof. $\square$
4.3 Multiple Robots

In this section we consider the case of $k$ robots. Throughout we assume that the bus is moving at constant speed $s$ and cannot change direction, while the robots are moving with speed 1. Our analysis is divided into three subsections depending on the knowledge the robots have about the bus. In Subsection 4.3.1 we assume only that the robots know the direction of movement of the bus, in Subsection 4.3.2 the robots do not know the direction of movement of the bus but know its speed, while in Subsection 4.3.3 the robots know neither the direction nor the speed $s$ of the bus.

4.3.1 Known direction of movement of the bus

In this subsection the robots know the direction of movement of the bus.

**Theorem 7.** If the robots know the direction of movement of the bus then the search can be completed in time

$$\frac{2\pi}{k(s+1)}.$$  

This is optimal.

**Proof.** (Theorem 7) If the robots know the direction of movement of the bus, say CCW, then consider the following algorithm.

**Search Algorithm (Direction Known).**

1. The robots are initially placed on the perimeter of the cycle at distance $\frac{2\pi}{k}$ from each other.

2. The robots move in CW direction;

Observe that at the start, the bus is located within one of these $k$ arcs delimited by the trajectories of the $k$ robots. Therefore one of the robots will meet the bus in
its movement against the bus. It is clear that this algorithm takes time

\[
\frac{2\pi}{k(s + 1)}
\]

The proof of the lower bound \( \frac{2\pi}{s+1} \) follows easily from the work of [109] and is omitted. This proves Theorem 7.

\[\square\]

4.3.2 Unknown direction of movement but known speed of the bus

In this subsection we assume that the robots do not know the direction of movement but know the speed \( s \) of the bus.

**Theorem 8.** If the robots know the speed \( s \) of the bus but do not know its direction of movement then the optimal search time is exactly

1. \( \frac{2\pi}{ks} \) if \( s \geq 1 \).
2. \( \frac{2\pi}{k} \) if \( s \leq 1 \) and \( k \) is even

3. Furthermore, if \( s \leq 1 \) and \( k \) is odd, then the lower bound is \( \frac{2\pi}{(k-1)} \) and the upper bound is
   \[
   (a) \quad \frac{2\pi}{ks} \quad \text{for} \quad s \in \left( \frac{k}{k+1}, 1 \right) \\
   (b) \quad \frac{2\pi}{k-s} \quad \text{for} \quad s \leq \frac{k}{k+1}
   \]

**Proof.** (Theorem 8) We prove separately the upper and lower bounds for all cases in the statement of the theorem.
Upper bounds. First consider Statement 1. Assume $s \geq 1$. Consider the following algorithm.

**Search Algorithm (Direction Unknown, Speed Known $s \geq 1$).**

1. The robots are initially placed on the perimeter of the cycle at distance $\frac{2\pi}{k}$ from each other and wait motionless for the bus to arrive.

   It is clear that the bus will meet one of the robots in time at most
   \[
   \frac{2\pi}{ks}.
   \]

   This upper bound is valid regardless of the parity of $k$.

Next consider Statement 2. Recall that in this case $k$ is even. Assume $s \leq 1$. Consider the following algorithm.

**Search Algorithm (Direction Unknown, Speed Known $s \leq 1$: $k$ even).**

1. The robots are initially placed in pairs on the perimeter of the cycle at distance $\frac{2\pi}{k}$ from each other;
2. The robots in each pair move in opposite directions.

   For $k$ even, the resulting distance between pairs is exactly $\frac{2\pi}{k/2} = \frac{4\pi}{k}$. Observe that the bus is located between two robots moving against each other. Since these two robots will meet no later than in time $\frac{4\pi}{2k} = \frac{2\pi}{k}$, the resulting running time for this algorithm will be
   \[
   \frac{2\pi}{k}.
   \]

Finally, consider the case of $k$ odd. We evaluate two algorithms and choose the best, depending on $s$. The first option is to use the algorithms for speed larger than 1, i.e. spread the agents evenly and wait until the bus meets you. The meeting time is $2\pi/ks$ in such case. The second option is to use the following algorithm:
Figure 4.7: The algorithm for odd number of agents. Here \( k = 5 \).

---

**Search Algorithm (Direction Unknown, Speed Known \( s \leq 1: k \) odd)**

1. Let \( X = \frac{2\pi(1-s)}{k-s} \) and \( Y = \frac{2(2\pi-X)}{k-1} \).

2. \( k + 1 \) robots are initially placed in pairs on the perimeter of the cycle at distance \( Y \) from each other; One robot at a node \( u \) neighbouring a segment of length \( X \) is then removed to bring down the number of robots used to \( k \) (see Figure 4.7)

3. The robots in each pair move in opposite direction, the lone robot moves away from the \( X \) segment.

Observe that if the bus started in a \( Y \) segment, two robots will be traveling towards each other from the opposite ends of this segment and will meet it at time at most \( Y/2 \). If the bus started in the \( X \) segment, the lone robot crossing the \( X \) segment will catch it in time at most \( \frac{X}{1-s} \). \( X \) was selected so that these two times are equal:

\[
T = \frac{Y}{2} = \frac{2\pi - X}{k - 1} = \frac{2\pi(k-s)-2\pi(1-s)}{k-s} = \frac{2\pi(k-1)}{(k-s)(k-1)} = \frac{2\pi}{k-s} = \frac{X}{1-s}
\]
For \( s > \frac{k}{k+1} \), the bound \( 2\pi/k \) of the waiting algorithm is better, while for \( s < \frac{k}{k+1} \), this algorithm yields a better bound of \( \frac{2\pi}{k-s} \).

![Diagram showing sizes of excluded regions. Left: case \( s \geq 1 \). Right: case \( s < 1 \).](image)

**Figure 4.8:** Sizes of excluded regions. Left: case \( s \geq 1 \). Right: case \( s < 1 \).

**Lower bounds.** First consider the lower bound in Statement 1. Assume that \( s \geq 1 \).

Let \( v_i(t) \) denote the speed of the \( i \)-th robot at time \( t \) as it is searching for the bus. Recall that always \( v_i(t) \leq 1 \) and hence also \( v_i(t) \leq s \). Further, consider the movement of the robot at an arbitrary time \( dt \). Let us express how much of the possible initial bus positions can the robot exclude in time \( dt \), i.e. if the robot does not meet the bus at time interval \( dt \), then the bus could not have started at those positions (see Figure 4.8). Summing up the size of excluded regions for both bus directions we obtain

\[
(s + v_i(t))dt + (s - v_i(t))dt = 2sdt.
\]

Let \( T \) be the time it takes for at least one of the robots to find the bus according to the execution of an optimal search algorithm. Therefore in time \( T \), the \( i \)-th robot can cover at most (if at every time moment it excluded different regions) length

\[
\int_0^T 2sdt = 2Ts
\]
Thus, all $k$ robots taken together can cover at most a length of $2Tk$s, and only if all
of them cover different areas. However, this last quantity must be at least $4\pi$ ($2\pi$
for clockwise and another $2\pi$ for counterclockwise bus directions, otherwise there is a
trajectory of the bus which will escape the robots’ search). It follows that $2Tk$s $\geq 4\pi$,
which yields $T \geq 2\pi/k$s. This proves the lower bound in Statement 1.

Now consider the lower bound in Statement 2. Assume that $s \leq 1$. Let $v_i(t)$
denote the speed of the $i$-th robot at time $t$ as it is searching for the bus. Using a
similar argument we observe that the $i$-th robot in time $dt$ covers a length equal to

$$(s + v_i(t))dt + (v_i(t) - s)dt = 2v_i(t)dt.$$

Therefore in time $T$, the $i$-th robot covers a length

$$\int_0^T 2v_i(t)dt \leq 2T,$$

where the last inequality is valid since the speed of the robot never exceeds 1, It
follows that $k$ robots can cover a length of at most $2Tk$. However, this last quantity
must be at least $4\pi$ (otherwise there is a trajectory of the bus which will escape the
robots’ search). It follows that $2Tk \geq 4\pi$, which yields $T \geq 2\pi/k$. This proves the
lower bound in Statement 2.

The lower bound for the case of $s < 1$ and odd $k$ follows directly from the lower
bound of Statement 2 by ignoring the last robot.

The proof of Theorem 8 is now complete.

\[\square\]

**Remark 1.** We note the open problem arising from the fact that the lower bound in
Theorem 8 is not tight for $k$ odd.
4.3.3 Robots know neither the direction nor the speed of the bus

In this subsection we assume that the robots know neither the direction of movement nor the speed $s$ of the bus.

**Theorem 9.** If the robots know neither the direction of movement nor the speed of the bus then the search can be completed in time

$$\frac{2\pi}{k} \text{ for } k \text{ even, and } \frac{2\pi}{k-1} \text{ for } k \text{ odd.}$$

Moreover, the lower bound $\frac{2\pi}{k}$ is valid regardless of the parity of $k$.

**Proof.** (Theorem 9) The algorithm below depends on the parity of $k$, the number of robots. First we look at the upper bound.

**Assume $k$ is even.** Consider the following algorithm for $k$ even.

**Search Algorithm (Direction Unknown, Speed Unknown).**

1. The robots are placed along the perimeter in pairs (two robots per position) and at consecutive distances $\frac{2\pi}{k/2} = \frac{4\pi}{k}$;
2. The two robots in each pair move in opposite directions;

As before this algorithm completes search in time $\frac{2\pi}{k}$.

**Assume $k$ is odd.** The algorithm is the same as above by using only $k-1$ robots, which gives the upper bound $\frac{2\pi}{k-1}$.

The lower bound of $2\pi/k$ for $k$ even and $2\pi/(k-1)$ for $k$ odd follows from the lower bounds in Theorem 8 by setting $s = 0$ (in the case $k$ is odd).

This completes the proof of Theorem 9. \qed
The exact answer is not known for \( k \) odd. However it is conjectured that the search time for \( k \) robots should be the same as the search time for \( k - 1 \) robots.

**Remark 2.** We note the open problem arising from the fact that the lower bound in Theorem 9 is not tight for \( k \) odd.

### 4.4 Additional Remarks and Conclusion

In this chapter we considered a search problem concerning \( k \) robots searching for a non-adversarial, uncooperative agent, called *bus*, which is moving with constant speed \( s \) along the perimeter of the cycle.
Chapter 5

Evacuation from a Disc in the Presence of a Faulty Robot

5.1 Introduction

Searching an environment to find an exit (or target) placed at an unknown location has been studied extensively in computer science and robotics. The searchers are autonomous robots which (may) cooperate during their search by exchanging messages so that at least one of them can find the target in minimum possible time. Another form of search recently introduced in [56] is called *evacuation* and it has the additional requirement that all the robots must go to the exit. Thus, optimality in evacuation is measured by the time it takes for the last robot to reach the exit, whereas in traditional search, optimality is measured by the time it takes the first robot to reach the exit.

In this chapter we consider an evacuation problem for three robots which are able to communicate wirelessly. Initially, the robots are located at the center of a disc of radius one and must find an exit located on the circumference of the disc and then
gather at the location of the exit. We consider two scenarios in which exactly one robot is faulty. In the first scenario, one robot can experience crash faults, which prevent it from either communicating or locating the exit. In the second scenario, one robot can experience Byzantine faults, which allow it to lie, e.g., to claim to have found an exit—where there is none—or even to fail to report (communicate) the location of the exit to the other robots. Note that the evacuation problem is considered to be solved when both non-faulty robots find the exit. For both scenarios, we provide upper and lower bounds.

### 5.1.1 Preliminaries and notation

There are three robots initially located at the center of a unit disc. The robots can move with maximum speed 1 (thus, they may stop or change direction at no cost), and are required to find an exit (whose location is unknown to the robots) located somewhere on the circumference of the disc and then gather at this location as fast as possible. A robot can find the exit only when it is in the same location as the exit. During their search the robots employ a *wireless communication model*, which means that they can exchange information instantaneously and at no cost and at any time, no matter the distance that separates them during their search.

The search problem to be studied is concerned with all non-faulty robots evacuating from the (unknown) exit. The search task is complicated by the fact that one of the three robots, chosen by an adversary, experiences faults, chosen by the adversary as well. We consider two scenarios. In the first scenario, the faulty robot experiences crash faults while in the second the robot experiences Byzantine faults. In both cases, the goal is to minimize the time till the last non-faulty robot reaches the exit.

- **Crash-Evacuation:** A crash fault can be thought of as a passive fault rendering:
a robot is either unable or incapable to either detect or report the exit when it reaches it. Thus, such a robot is not expected to find the exit, only non-faulty robots can. However, we assume that in other aspects, a faulty robot moves like a non-faulty robot, and thus non-faulty robots cannot detect which robots are faulty.

- **BYZANTINE-EVACUATION**: A Byzantine faulty robot not only can fail to detect or report the target even after reaching it, it can also make malicious claims about having found the target when in fact it has not. Given the presence of such a faulty robot, the search for the target can only be concluded when the two non-faulty robots have sufficient verification that the target has been found.

All the messages being transmitted by the robots are tagged with the robot's unique identifier, which cannot be altered.

### 5.1.2 Related work

Searching an environment to find an exit placed at an unknown location is a well studied problem in computer science and robotics. The searchers are autonomous mobile robots that may also possess partial knowledge of their environment. Many researchers, starting with the seminal work of Bellman [20] and Beck [19], have studied the optimal (length) trajectory traced by a single robot when searching for a target placed at an unknown location on a line. The aim of the algorithmic designer is to minimize the competitive ratio, that is, the supremum, over all possible target locations, of the ratio between the distance traveled by the robot until it finds the exit, and the distance of the exit from the robot's starting position. For the case of a single robot on a line, the optimal trajectory uses a zig-zag, doubling strategy according to which if the robot fails to find the exit after travelling a certain distance
in a particular direction it returns to its starting position and doubles its searching distance in the opposite direction. This trajectory has a competitive ratio of 9 and this can be shown to be optimal (e.g., see Baeza-Yates et al. [12]).

Several authors considered the problem of searching in the two-dimensional plane by one or more searchers, including [11, 12]. The evacuation problem on a unit disc for multiple robots considered in our present work is a form of two-dimensional search that was first considered in [56]. In that paper the authors studied evacuation algorithms in the wireless and face-to-face communication models. New algorithms for the face-to-face communication model were subsequently analyzed for two robots in [61] and later in [32]. The problem has also been considered in other domains, like triangles and squares in [68]. However, all these papers concern evacuation only for non-faulty robots.

One of the novelties of our current work is that we consider the two-dimensional evacuation problem with fault tolerance. There are numerous studies of fault tolerance in distributed computing, (see, e.g., [142, 168, 176]). Network failures were most frequently related to static elements of the networked environment (i.e., nodes and links) as opposed to its mobile components. Malfunctions of this kind were sometimes modelled by dynamic alteration of the network [38, 164]. Distributed computation arising when having some of the mobile robots are faulty were investigated in the context of the problems of gathering [2, 79, 91, 191], convergence [31, 47], flocking [207], and patrolling [58]. Several researchers also investigated the case of unreliable or inaccurate robot sensing devices, e.g., [48, 145, 191]. Related to our study is also the research in [58], where a collection of robots, some of which are unreliable, perform efficient patrolling of a fence. Most relevant to our current study for its perspective on search and fault tolerance is the research of [67] and [60] which propose search algorithms for faulty robots that may suffer from crash and Byzantine faults, respec-
5.1.3 Outline and results

An outline of this chapter can be described as follows. Section 5.2 is dedicated to upper bounds. In Sections 5.2.1 and 5.2.2 we provide evacuation protocols along with their (worst case) analyses for the CRASH-EVACUATION problem and the BYZANTINE-EVACUATION problem, respectively. Then, in Section 5.3 we give lower bounds for both problems. Section 5.4 gives a discussion of possibilities for further research. The main results of the section are summarized in Table 5.1. Notably, since the

<table>
<thead>
<tr>
<th>Problem</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRASH-EVACUATION</td>
<td>$\approx 5.082$ (Theorem 12)</td>
<td>$\approx 6.309$ (Theorem 10)</td>
</tr>
<tr>
<td>BYZANTINE-EVACUATION</td>
<td>$\approx 5.948$ (Theorem 12)</td>
<td>$\approx 6.921$ (Theorem 11)</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of Crash vs Byzantine: the first column gives the type of fault, the middle column lower bounds, and the right column upper bounds for the corresponding type of faults.

optimal offline algorithm for both problems CRASH-EVACUATION and BYZANTINE-EVACUATION would have the robots move directly to the exit at time 1, the time bounds of Table 5.1 can be also understood as bounds for the competitive ratio of the underlying online problems.

It is interesting to compare the results obtained in our work to the case of non-faulty robots. It is known (see [56]) that in the case of three non-faulty robots with wireless communication we have a lower bound of 4.159, and an upper bound of 4.219 for evacuation, while for two non-faulty robots $1 + 2\pi/3 + \sqrt{3} \approx 4.779$ is a tight upper and lower bound for evacuation.
5.2 Evacuation Protocols

In this section we propose evacuation algorithms for crash and Byzantine faults, respectively.

5.2.1 Evacuating with Crash-Faults

The main contribution is as follows.

**Theorem 10.** CRASH-EVACUATION can be solved in time $\approx 6.309$.

We prove Theorem 10 by identifying the best among a special family of natural algorithms that we call persistent. These are algorithms that force all robots to immediately go to the circumference of the disc, and only allow a robot to stop exploring its segment of the disc (either by changing direction, by becoming idle or by leaving the circumference entirely) when it receives information about the exit. Since in this model, a faulty robot can only stay silent, any report about the exit has to be valid. As such, once the location of the exit is received by a robot, the robot moves along the shortest chord toward the reported exit, and evacuates.

We further classify persistent algorithms in two categories: the symmetric-persistent that have all the robots begin their exploration in the same direction (either all clockwise or all counter-clockwise), and the asymmetric-persistent that have one robot go in a direction, and the other two robots go in the opposite direction. It turns out that the best asymmetric-persistent algorithm outperforms the best symmetric-persistent algorithm (and also proves Theorem 10). Nevertheless, and as a warm-up, we begin by providing a tight analysis for the family of symmetric-persistent algorithms.

**Lemma 15.** The best symmetric-persistent algorithm deploys the three robots at equidistant points on the disk (at arc-distance $4\pi/3$), and its performance is $1 + \ldots$
\[ \frac{4\pi}{3} + \sqrt{3}. \]

**Proof.** (Lemma 15) Consider a symmetric-persistent algorithm that deploys robots \( r_1, r_2, r_3 \) so that their pairwise anti-clock-wise distance is \( \beta, \gamma \) and \( \alpha \) respectively, as also depicted in Figure 5.1 (where also arcs \( A, B, C \) are defined). Without loss of generality, assume the robots move in clockwise direction.

![Figure 5.1](image_url)

**Figure 5.1:** All robots move counter-clockwise. Arc \( A \) includes \( r_3 \) and excludes \( r_1 \); arc \( B \) includes \( r_1 \) and excludes \( r_2 \); and arc \( C \) includes \( r_2 \) and excludes \( r_3 \).

Consider the case where \( r_1 \) is faulty and the robots traverse the arcs depicted in Figure 5.1. Clearly, there are two cases to consider depending on whether the exit is located in one of the arcs \( A \) or \( B \), or the exit is located on arc \( C \). If the exit is located in one of the arcs \( A \) or \( B \), then \( r_3 \) will discover it. If the exit is located in \( C \), then \( r_2 \) will discover it. We say that the exit is either located at a counter-clockwise arc distance of \( 0 \leq x < \gamma \) from \( r_2 \) if \( r_2 \) discovers the exit, or a counter-clockwise arc distance of \( 0 \leq y < \alpha + \beta \) from \( r_3 \) if \( r_3 \) discovers the exit. Therefore, the total amount of time required to find the exit is given by the formula

\[
1 + \max \left\{ \sup_{0 \leq x < \gamma} \left( x + 2 \sin \frac{\gamma}{2} \right), \sup_{0 \leq y < \alpha + \beta} \left( y + 2 \sin \frac{\alpha + \beta}{2} \right) \right\} = 1 + \max \{ f(\gamma), f(\alpha + \beta) \},
\]

where we define \( f(x) := x + 2 \sin \frac{x}{2} \).
Similarly, if \( r_2 \) or \( r_3 \) is faulty, then the algorithm terminates in time \( 1 + \max \{f(\gamma), f(\beta + \gamma)\} \)
and \( 1 + \max \{f(\beta), f(\alpha + \gamma)\} \) respectively. We conclude that the best symmetric-adaptive algorithm would choose \( \alpha, \beta, \gamma \) (partitioning the perimeter of the circle, of length \( 2\pi \)) so as to minimize quantity

\[
1 + \max \{f(\alpha), f(\beta), f(\gamma), f(\alpha + \beta), f(\beta + \gamma), f(\alpha + \gamma), \}
\]

(5.1)

By choosing \( \alpha = \beta = \gamma = \frac{4\pi}{3} \), expression (5.1) gives completion time \( 1 + \frac{4\pi}{3} + \sqrt{3} \) as promised.

Finally, we argue that no values of \( \alpha, \beta \) and \( \gamma \) respecting \( \alpha, \beta \) and \( \gamma \geq 0 \) and \( \alpha + \beta + \gamma = 2\pi \) can improve on this bound. Say, we set \( \alpha > \frac{2\pi}{3} \). Then it is clear that either \( \alpha + \beta > \frac{4\pi}{3} \) or \( \alpha + \gamma > \frac{4\pi}{3} \), since \( \alpha + \beta + \gamma = 2\pi \). Observe that function \( \alpha + \beta + 2\sin \frac{\alpha + \beta}{2} \) is increasing in \( \alpha + \beta \), and when \( \alpha + \beta = \frac{4\pi}{3} \), then (5.1) is upper bounded by \( 1 + \frac{4\pi}{3} + \sqrt{3} \). Observe also that function \( \alpha + \gamma + 2\sin \frac{\alpha + \gamma}{2} \) is increasing in \( \alpha + \gamma \), and when \( \alpha + \gamma = \frac{4\pi}{3} \), then expression (5.1) is upper bounded by \( 1 + \frac{4\pi}{3} + \sqrt{3} \). We conclude that function (5.1) strictly increases for \( \alpha > \frac{2\pi}{3} \). A similar argument shows that function (5.1) increases if either \( \beta \) or \( \gamma \) exceed \( \frac{2\pi}{3} \). This completes the proof of Lemma 15.

In order to proceed with the analysis of asymmetric-persistent algorithms, we need a simple technical lemma, providing a worst case analysis for a special configuration of healthy searching robots.

**Lemma 16.** Consider two robots at arc distance \( 2\pi - s \) that are about to explore an arc of length \( s \) moving in opposing directions (toward each other). Assume also that an exit is located somewhere at the arc of length \( s \). Then, the worst case termination
time \( g(s) \) is given by the formula

\[
g(s) = \begin{cases} 
2 \sin(s/2) & \text{if } s < 2\pi/3 \\
 s/2 - \pi/3 + \sqrt{3} & \text{otherwise.}
\end{cases}
\]

Proof. (Lemma 16) By symmetry, we may assume that the exit is found after time \( x \) by one of the robots, where \( 0 \leq x \leq s/2 \) (see Figure 5.2). When the message is transmitted that the exit is found, the two robots are at the endpoints of an arc of length \( s - 2x \), hence at chord distance \( 2\sin(s/2-x) \). Hence, the time elapsed till both robots reach the exit is \( x + 2\sin(s/2-x) \). The claim follows by the monotonicity of the latest function with respect to \( x \) in the interval \([0, s/2] \). This completes the proof of Lemma 16.

\( \Box \)

We are now ready to prove Theorem 10, by determining the optimal asymmetric-persistent algorithm.
Lemma 17. The best asymmetric-persistent algorithm has performance $\approx 6.309$. The algorithm achieving this bound deploys two robots to the same location on the disc, which they explore in opposing directions. The third robot is deployed at arc-distance $\beta_0$ from any of the robots, and starts exploring in opposite direction of the closest robot, where $\beta_0$ is the unique root of $3\beta/2 + \sqrt{3} = 4\pi/3 + 2\sin(\beta/2)$ in the interval $[0, 2\pi]$.

Proof. (Lemma 17) Consider an asymmetric-persistent algorithm that deploys robots $r_1, r_2, r_3$ as depicted in Figure 5.3, where $\alpha, \beta > 0$ (the case $\beta = 0$ can be easily seen to induce worse termination time, while the case $\alpha = 0$ is identical to $\gamma = 0$).

There are a number of cases as to which the faulty robot is and where the exit is located. All the cases are summarized in Table 5.2, where identical cases are also grouped together.

For each case we will determine the worst case running time. Then we will choose $\alpha, \beta, \gamma$ so as to minimize the maximum of all these running times.

- Case 1. After time $\gamma$, robots $r_2, r_3$ will be at arc distance $\gamma$ and they will be
Table 5.2: The columns indicate the location of the exit. The rows indicate the faulty robot. \(r_1\)'s initial search position is in B, \(r_2\) and \(r_3\)'s initial search position are in C.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r_1)</td>
<td>Case 1</td>
<td>Case 1</td>
<td>Case 2</td>
</tr>
<tr>
<td>(r_2)</td>
<td>Case 3</td>
<td>Case 4</td>
<td>Case 4</td>
</tr>
<tr>
<td>(r_3)</td>
<td>Case 5</td>
<td>Case 6</td>
<td>Case 5</td>
</tr>
</tbody>
</table>

about to explore an arc of length \(\alpha + \beta = 2\pi - \gamma\) moving in opposing directions. Also the exit is located somewhere at the arc of length \(2\pi - \gamma\). Hence, by Lemma 16, the (worst case) total termination time will be \(1 + \gamma + g(2\pi - \gamma)\) which simplifies to

\[
e(\gamma) := \begin{cases} 
1 + \gamma + 2\sin(\gamma/2) & \text{if } \gamma > 4\pi/3 \\
1 + \gamma/2 + 2\pi/3 + \sqrt{3} & \text{otherwise.}
\end{cases}
\]

Also, it is easy to see that \(e(\gamma)\) is strictly increasing, a fact we will use later on.

- **Case 2.** The setup is identical to that of Lemma 16 where the arc that holds the exit has arc length \(s = \gamma\). Hence, the (worst case) total termination time will be \(1 + g(\gamma)\), which is easily seen to be dominated by \(e(\gamma)\) of case 1, for every \(0 \leq \gamma \leq 2\pi\).

- **Case 3.** This situation is similar to Case 1, where (instead of \(\gamma\)) robots are at distance \(\beta + \gamma\), and they are moving toward each other, and in an arc segment that does not contain the exit. Hence, the worst case termination time is equal to \(e(\beta + \gamma)\). Since \(e(\cdot)\) is strictly increasing, this case dominates the cost of case 1.

- **Case 4.** This situation is similar to Case 2, where (instead of \(\gamma\)) robots are at distance \(\beta + \gamma\) and they are moving toward one another and toward the segment
that contains the exit. The maximal total required time is therefore given by
the function $1 + g(\beta + \gamma)$, which is easily seen to be dominated by $e(\beta + \gamma)$ of
case 3, for all $0 \leq \beta + \gamma \leq 2\pi$.

- **Case 5.** We treat the case when $r_3$ is faulty and the exit is either in $C$ or $A$
together. It is clear that $r_2$ will be the robot that finds the exit. Assume that
the exit is located at distance $0 \leq x < \alpha + \gamma$ from the initial searching position of
$r_2$ (to ensure that the exit is located in $A$). Then the total required search time
is given by $1 + x + 2\sin \frac{\beta}{2}$, since the distance between $r_1, r_2$ remains invariant.
Clearly, in the worst case, the total required search time is $1 + \alpha + \gamma + 2\sin \frac{\beta}{2}$.

- **Case 6.** This case is identical to case 5, where $r_1$ will find the exit (instead of
$r_2$, but still $\beta$ remains their invariant distance), and where the arc that contains
the exit has length $\beta$ (instead of $\alpha + \gamma$). Hence, worst case termination time is
equal to $1 + \beta + 2\sin \frac{\beta}{2}$.

It follows that the best asymmetric-persistent algorithm is determined by $\alpha, \beta, \gamma$
that minimize

$$\max \{e(\beta + \gamma), 1 + \alpha + \gamma + 2\sin(\beta/2), 1 + \beta + 2\sin(\beta/2)\},$$

i.e. the costs of cases 3, 5, and 6.

First we show that the promised upper bound is achievable. Indeed, we set $\gamma = 0,$
so that $\alpha + \beta = 2\pi$. Now we define $\beta_0$, by equating the costs of cases 3, 5, i.e. as the
root of the equation $e(\beta) = 1 + 2\pi - \beta + 2\sin(\beta/2)$. Numerical calculations yield that
$\beta_0 \approx 2.96603$, or in other words (by looking at the definition of function $e(\beta)$), $\beta_0$ is
defined as the solution to the equation $3\beta/2 + \sqrt{3} = 4\pi/3 + 2\sin(\beta/2)$. We conclude
that $\gamma = 2\pi - \beta_0 \approx 3.31716 < 4\pi/3$, which induces worst termination time to be the
same in cases 3,5 and equal to $1 + 2\pi - \beta_0 + 2\sin(\beta_0/2) \approx 6.30946$, as promised.

Now we prove the above choices are optimal. Indeed, if $\beta + \gamma > 4\pi/3$, then the total termination time cannot be better than the situation where cases 3,5 induce the same cost. Equating the resulting costs, we obtain that $\beta + \gamma + 2\sin((\beta + \gamma)/2) = \alpha + \gamma + 2\sin(\alpha/2)$. Using that $\beta + \gamma = 2\pi - \alpha$, the previous equation yields $\beta - 2\sin(\beta/2) = \alpha - 2\sin(\alpha/2)$, i.e. that $\alpha = \beta$. But then $\gamma = 0$ as well. Since $\beta > 4\pi/3$, the induced cost, by case 3, is at least $1 + 4\pi/3 + \sqrt{3} \approx 6.92084$.

Finally, assume that $\beta + \gamma \leq 4\pi/3$. For any fixed $\gamma$, the total termination time cannot be better than the situation where cases 3,5 induce the same cost. Equating the resulting costs, we obtain that $(\beta + \gamma)/2 + 2\pi/3 + \sqrt{3} = \alpha + \gamma + 2\sin(\beta/2)$. Since $\alpha = 2\pi - \beta - \gamma$, the optimal choice for $\beta$ should be $\beta_\gamma$ satisfying $3\beta_\gamma/2 + \gamma/2 + \sqrt{3} = 4\pi/3 + 2\sin(\beta_\gamma/2)$. Note that $\beta_\gamma$ is a function of $\gamma$, hence differentiating both sides of last equation with respect to $\gamma$, and after elementary calculations, we obtain that $\beta_\gamma'(3/2 - \cos(\beta_\gamma/2)) = -1/2$. Since $\beta_\gamma > 0$, we obtain that $\cos(\beta_\gamma/2) < 1$ and hence $\beta_\gamma' > -1$. This implies that expression $\beta_\gamma + \gamma$ is strictly increasing in $\gamma$, and this linear term appear in the termination time of case 3. Hence, choosing $\gamma = 0$ is indeed optimal. This concludes the proof of Lemma 17. □

5.2.2 Evacuating in the presence of Byzantine Faults

The main contribution is as follows.

**Theorem 11.** BYZANTINE-EVACUATION can be solved in time $1 + \frac{4\pi}{3} + \sqrt{3} \approx 6.92084$.

*Proof.* (Theorem 11) The analysis relies on Figure 5.4. Assume that all three robots $r_k$, for $k \in \{1, 2, 3\}$, execute the main evacuation Algorithm 3.

The idea of the algorithm is for the robots to traverse the circumference of the disk for a time of $2\pi/3$. Depending on the calls that have been received, the robots
have information to either go to the exit or continue traversing the circumference of the disk for another period of time $\frac{2\pi}{3}$. They can now verify conflicting messages of the correct location of the exit based on the calls that have been made by the other robots so far. Details are being discussed in the sequel.

**Algorithm 3: Evacuation with Byzantine Faults**

1. Go to the circumference, at position $\frac{2\pi k}{3}$;
2. while $r_k$'s location is not the same as the exit's location do
3. for $\frac{2\pi}{3}$ do
4. follow the circumference clockwise
5. if One robot claims to have found more than one exit then
6. Continue execution of algorithm as though the robot remained silent
7. if No information about exit then
8. for $\frac{2\pi}{3}$ do
9. follow the circumference clockwise till exit is either found or reported. Finish
10. if One robot claims to have found the exit then
11. Go to closest part of the segment that is claimed to contain the exit;
13. if Two robots claim to have found the exit then
15. Inform all robots of the location of the exit.

First note that one time unit is required to reach the circumference of the disc. After $\frac{2\pi}{3}$ additional time units, the entire disc has been explored once. The areas explored by the robots are contiguous but not overlapping. Observe that a Byzantine robot that claims to have found more than one exit is immediately identified as faulty by the healthy robots. Both potential exits are ignored, and the algorithm continues as though the robot had remained silent. If a non-faulty robot finds the exit, it immediately informs all other robots, then stop its exploration. Say without loss of generality that $r_1$ is healthy. If $r_1$ finds the exit during the first $\frac{2\pi}{3}$ part of the exploration, then it stops and is done with the execution of its algorithm, in a time
at most $1 + \frac{2\pi}{3}$. If it does not find an exit during the first $\frac{2\pi}{3}$ part of the exploration, then we must consider three cases:

- **No exit location reported**: If no exit was found, then keep exploring the circumference of the disk for time $\frac{2\pi}{3}$. Notice that this means that the exit cannot be in B. If the exit is in C, then $r_1$ has found the exit, and its execution is complete in a time at most $1 + \frac{4\pi}{3}$. If the exit is in A, then we learn that $r_3$ is Byzantine (otherwise, it would have claimed to have found the exit during the first $1 + \frac{2\pi}{3}$ of the execution of the algorithm), and $r_2$ will have correctly identified the location of the exit (Notice that $r_1$ needs to finish exploring the second arc $C$ to make sure that it was $r_3$ that lied.) Say the exit is located at an arc distance of $0 < x < \frac{2\pi}{3}$ from $r_1$'s current position. Then $2\sin \frac{x}{2}$ is required for $r_1$ to reach the exit. Since this function is monotone in $x$ for $x \leq \pi$, $r_1$ can reach the exit in a total time of at most $1 + \frac{4\pi}{3} + \sqrt{3}$.

- **One exit location reported**: If one robot other than $r_1$ claims to have found the exit, we consider two situations: (1) the robot is healthy, in which case the exit is indeed located on the segment where the announcement was made; or (2)
the robot is Byzantine, in which case the other two segments have been entirely explored by healthy robots (and are therefore reliably proven to be empty), and the exit is located on the segment where the announcement was made. Notice that in both situations, the only possible location for the exit is on the segment where the announcement was made. If the announcement was made on the segment $C$, then $r_1$ explores $C$ immediately, for a total time of at most $1 + \frac{4\pi}{3}$. If the announcement was made on the segment $A$, then $r_1$ must first reach one end of segment $A$, which requires $2\sin\frac{2\pi}{3} = \sqrt{3}$ (both ends of the segment are equidistant from $r_1$’s position), then explore the segment, for a total time of at most $1 + \frac{4\pi}{3} + \sqrt{3}$.

- Two exit locations reported: If both $r_2$ and $r_3$ claim to have found an exit, then we know that one of those two claims is true. $r_1$ will investigate both claims, starting by the closest one. Say $r_2$ claims to have found the exit at a distance $x$ from its initial searching position, and $r_3$ claims to have found the exit at a distance $y$ of its initial searching position. Then $r_1$ must travel an additional $2\sin\frac{x}{2} + 2\sin\frac{2\pi - x + y}{2}$ to reach both exits. This function is maximised for $x = y = \frac{2\pi}{3}$, for a total time of at most $1 + \frac{2\pi}{3} + 2\sqrt{3}$.

Observe that both robots $r_2$ and $r_3$ execute the same algorithm, and the maximal time required is therefore the same. The adversary will choose the location of the exit and the Byzantine robot in such way as to maximise the total time of execution of the algorithm. Therefore, since $\sqrt{3} < \frac{2\pi}{3}$, this algorithm solves the evacuation problem in total time $1 + \frac{4\pi}{3} + \sqrt{3}$. This completes the proof of Theorem 11. \[\square\] \[\square\]
5.3 Lower Bounds for Evacuation Protocols

This section is devoted to proving our main negative results.

Theorem 12. The following lower bounds are valid.

(a) Problem CRASH-EVACUATION requires time at least 5.082.

(b) Problem BYZANTINE-EVACUATION requires time at least 5.948.

The lower bound proofs for Crash and Byzantine faults, respectively, admit a unified approach that we detail in the form of a few preliminary lemmata below.

It is easy to observe that if we consider three robots starting from the center of a unit disc then for any $\epsilon > 0$, at time $1 + \frac{2\pi}{3} - \epsilon$ there is an equilateral triangle inscribed in the circle not all of whose vertices have been explored by a robot. However, in the main proof we will make use of an even stronger property of the three robots.

Next we define a useful property $P(T)$, where $T > 0$ denotes time, to be used in the rest of the proof for a lower bound.

Definition 1 (Property $P(T)$). For any algorithm and any time less than $T$ there are two points on the circle at distance at least $\sqrt{3}$ and each of which was visited at most once by anyone of the three robots.

Since Property $P(T)$ ensures the existence of two points at distance at least $\sqrt{3}$ which have been visited at most once by the robots, a simple adversarial argument will guarantee that $T + \sqrt{3}$ is a lower bound on evacuation for Byzantine faults (see Lemma 20), while $T + \sqrt{3}/2$ is a lower on evacuation for Crash faults (see Lemma 19). However, before proving these last statements, we are interested to find a $T$ which satisfies property $P(T)$.
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Note that property $P(T)$ is monotone increasing in $T$, in that $P(T) \land T' \leq T \Rightarrow P(T')$. Hence, the larger the value of the parameter $T$ for which $P(T)$ is valid the better the lower bound that can be derived.

**Lemma 18.** Property $P(1 + 13\sqrt{3}/7)$ is valid.

**Proof.** (Lemma 18) In the sequel, to help our intuition, we prove first the weaker statement that $P(4)$ is valid and then we improve this to $P(1 + 13\sqrt{3}/7)$. Let us consider some algorithm at time $< T$, where $T = 4$, and assume by contradiction that all points that have been visited at most once by a robot are at distance less than $\sqrt{3}$ from each other. Clearly, all these points must lie on an arc of length less than $2\pi/3$. Therefore looking at the complement of this arc we find an arc of length longer than $4\pi/3$. In turn, this gives rise to a regular hexagon with five of its vertices inside this last arc each visited twice by a robot. Therefore these five vertices of the hexagon have been visited ten times in total by the three robots. Since there are three robots, it follows that at least one robot must have visited four of these vertices. However this is impossible as $T = 4$. It follows that property $P(4)$ is valid.

Now we derive the main result of the lemma by showing that $P(1 + 13\sqrt{3}/7)$ is valid. We argue as in the previous paragraph, however, instead of selecting five vertices of a regular hexagon we will choose the five points more carefully.

As in the proof of $P(4)$ above, let three points $A, B, C$ be vertices of an equilateral triangle such that every point in the perimeter of the disc which is visited by at most one of the three robots is in the arc clockwise between $A$ and $B$.

In turn, this will give rise to five points on the circumference of the disc with each of its vertices visited twice by a robot; namely choose a point $D$ located between $A$ and $C$ and a point $E$ between $B$ and $C$ so that the length of arc $AD$ is $x$ and this is equal to the length of arc $EB$ (the choice of $x$ will be based on maximizing the length.
of a path visiting these vertices and will be made precise in the next paragraph). Since there are ten visitations by three robots one of the robots must have visited four consecutive points at least once.

We will show that visiting four vertices among $A, B, C, D, E$ takes time at least $13\sqrt{3}/7 \approx 3.21$. If $x < \pi/3$ then there are 2 candidates for the shortest four-point walk, namely

$$\text{either } D \to A \to B \to E \text{ or } A \to D \to C \to E.$$  

Taking into account the lengths of the corresponding chords in these two paths, it turns out that we need to maximize the function $f(x)$ defined by the equation below.

$$f(x) := \min\{\sqrt{3} + 4\sin(x/2), 2\sin(x/2) + 4\sin(\pi/3 - x/2)\}.$$  

It is easily seen that the maximum of $f$ is equal to $1 + 13\sqrt{3}/7$ and it is obtained at $x = 4/\arctan(1/(3\sqrt{3}))$. The rest of the reasoning is the same as for $T = 4$ in the first paragraph of the proof. This completes the proof of Lemma 18. \[\square\]

Proof. (Theorem 12) Now we are ready to conclude the proofs of the two parts of
Theorem 12 on crash and Byzantine faults, respectively.

**Lower Bound for Crash-Faults** The proof of Part (a) follows as a corollary of Lemma 19 below.

**Lemma 19.** If property $P(T)$ holds then we can achieve a lower bound of $T + \frac{\sqrt{3}}{2}$ on evacuation in the presence of a crash-faulty robot.

*Proof.* (Lemma 19) Identify two points $A$, $B$ at distance $\geq \sqrt{3}$ each of which was visited at most once by anyone of the three robots. Say $r_1$ is the robot that visited neither of those points. Set the exit to be the point farthest away from $r_1$’s current location. Clearly, at least $\frac{\sqrt{3}}{2}$ is required for $r_1$ to reach the point. This proves lemma 19.

\[\Box\]

**Lower Bound for Byzantine-Faults** The proof of Part (b) follows as a corollary of Lemma 20 below.

**Lemma 20.** If property $P(T)$ holds then we can achieve a lower bound of $T + \sqrt{3}$ on evacuation in the presence of a Byzantine robot.

*Proof.* (Lemma 20) Identify two points $A$, $B$ at distance $\geq \sqrt{3}$ each of which was visited at most once by anyone of the three robots. Assume without loss of generality that $r_1$ visited $A$. Then we have two possibilities to consider: either $r_1$ also visited $B$, or (say) $r_2$ visited $B$.

If $r_1$ visited both points, set $r_1$ to be Byzantine, then wait until either $r_2$ or $r_3$ visit either $A$ or $B$. Once this first visit happens, claim that the exit is located at the other point. The robot that visited the first point will require at least $\sqrt{3}$ to reach the other point, which proves the lemma in this case.
If, say, $r_2$ visited point $B$, then have $r_1$ claim that the exit is located at point $B$, and $r_2$ claim that the exit is located at point $A$ (which will happen as soon as the robots reach those points). Then $r_3$ will have to visit both points to find the real exit, since it has no means of distinguishing the reliable robot from the Byzantine robot. Choose the first point visited by robot $r_3$ not to have the exit, and set the exit at the location of the other point. Then $r_3$ requires at least $\sqrt{3}$ to reach the other point, which proves the lemma in this case as well.

Combining these two cases, this completes the proof of Lemma 20.

If we note the following approximations for the quantities arising in Lemma 18: $1 + 13\sqrt{3}/7 \approx 4.21$ and $4/\arctan(1/(3\sqrt{3})) \approx 0.76$, then the proof of Theorem 12 is complete.

\[\square\]

5.4 Additional Remarks and Conclusion

In this chapter we considered the evacuation problem on a disc for three robots exactly one of which has either crash or Byzantine faults. We analyzed the problem in both fault scenarios and gave lower bounds as well as evacuation algorithms resulting in upper bounds.
Chapter 6

Exploring Graphs with Time Constraints by Unreliable Collection of Mobile Robots

6.1 Introduction

Alice and Bob is a busy Ottawa couple with three kids Chris, Donald and Elsa. One day they need to pick up Elsa from the kindergarten, drive Donald to the wrestling practice and get Chris to the train station. They also need to get groceries, pick up wine and flowers before each store closes for a dinner party in their house. How should Alice and Bob share these tasks to minimize the effort and complete each one before its deadline?

An Ottawa School Bus Company needs to transport pupils to local schools before the start of their classes. Given the harsh Canadian climate, it is the norm rather than exception that a number of buses fail to function on any given day and an adequate replacement must be planned in advance. How should the buses allocate the tasks
so as to successfully conclude the distribution of students while respecting the time deadlines?

Throughout this chapter, the environment is modelled by a graph that must be explored by a collection of mobile robots. The graph edges are weighted by numbers, representing the time it takes to traverse them. Each graph node is assigned a deadline, representing the maximal time moment to deliver a service to this node by some mobile robot. A number of robots may crash during their work. What is the minimal time needed to service a given graph by a collection of \( k \) robots? What is such a time if we assume that up to \( f \) unknown robots may crash during their work?

### 6.1.1 Preliminaries and notation

We are given a weighted \( n \)-node graph \( G = (V, E) \) with \( V \) its set of vertices, \( E \) its set of edges, and a set of \( k \) mobile robots initially placed at a subset of its nodes. The weight of an edge \( \{v_i, v_j\} \) corresponds to the time it takes to be traversed by a robot. Each node \( v_i \) of the graph is assigned a deadline \( \Delta_i \), which is a positive real number. Robots walk along the edges of the graph with unit speed. The robots collaborate attempting to explore the entire graph. However, a subset of up to \( f \) robots may turn out to be unreliable and fail to collaborate. Unreliability refers to the robots which may be crash faulty in that they suffer from an (unspecified) passive, omission failure and then stop responding but are otherwise harmless. This subset of unreliable robots may be chosen by the adversary, which is assumed to know our algorithm beforehand. The exploration is successful if each graph node is visited before its deadline by at least one of the reliable robots.

We assume that nodes already explored “do not block passage” and can still be visited, even after their deadlines have expired, by robots on their way to reaching
unexplored parts of the graph.

We denote by $t \rightarrow r_i(t)$ the trajectory of the $i$-th robot as a function of the time $t$, where $r_i(t)$ denotes the position of the $i$-th robot in the graph at time $t$, for $i = 1, 2, \ldots, k$. Note that at a given time $t$, a robot may be located in the interior of an edge.

By a schedule we mean a set of functions $r_i(t), i = 1, 2, \ldots, k$ which define the motion of the robots respecting their maximum unit speed. We say that the schedule explores the graph if for each node $v_i$ there exists a robot $r_j$ such that $r_j(t^*) = v_i$, for some time $t^* \leq \Delta_i$.

Given a time $\Delta$, we study the decision problem whether the graph may be successfully explored before time $\Delta$. We also look at the optimization problem, that is, the problem of ensuring that the reliable robots visit every node before expiration of its deadline, and the last explored node is visited as fast as possible. If for any schedule, the adversary can find a subset of $f$ unreliable robots, so that any of the remaining $k - f$ robots fails to visit some node before its deadline, then the instance of the problem is deemed unsolvable.

6.1.2 Related work

Searching a graph with one or more searchers has been widely studied in the mathematics literature (see, e.g. [125] for a survey). There is extensive literature on linear search (referring to searching a line in the continuous or discrete model), e.g., see [11] for optimal deterministic linear search and [81] for algorithms incorporating a turn cost when a robot changes direction during the search. Variants of search using collections of collaborating robots has also been investigated. The robots can employ either wireless communication (at any distance) or face-to-face communication, where
communication is only possible among co-located robots. For example, the problem of \emph{evacuation} [61] is essentially a search problem where search is completed only when the target is reached by the last robot. Linear group search in the face-to-face communication model has also been studied with robots that either operate at the same speed or with a pair of robots having distinct maximal speeds [15, 44]. Linear search with multiple robots where some fraction of the robots may exhibit either \emph{crash faults} or \emph{Byzantine faults} is studied in [67] and [60], respectively.

The (Directed) Rural Postman Problem (DRPP) is a general case of the Chinese Postman Problem where a subset of the set of arcs of a given (directed) graph is 'required' to be traversed at minimum cost. [43] presents a branch and bound algorithm for the exact solution of the DRPP based on bounds computed from Lagrangian Relaxation. [52] studies the polyhedron associated with the Rural Postman Problem and characterizes its facial structure. [100] gives a survey of the directed and undirected rural postman problem and also discusses applications.

A scheduling problem considered by the research community concerns \( n \) jobs, each to be processed by a single machine, subject to arbitrary given precedence constraints; associated with each job \( j \) is a known processing time \( a_j \) and a monotone nondecreasing cost function \( c_j(t) \), giving the cost that is incurred by the completion of that job at time \( t \). [170] gives an efficient computational procedure for the problem of finding a sequence which will minimize the maximum of the incurred costs. Further, [170] also studies a class of time-constrained vehicle routing and scheduling problems that may be encountered in several transportation/distribution environments. In the single-vehicle scheduling problem with time window constraints, a vehicle has to visit a set of sites on a graph, and each site must be visited after its ready time but no later than its deadline. [208] studies the problem of minimizing the total time taken to visit all sites. [135] considers the problem of determining whether there exists
a schedule on two identical processors that executes each task in the time interval between its start-time and deadline and presents an $O(n^3)$ algorithm that constructs such a schedule whenever one exists.

The author of [25] resolves the complexity status of the well-known Traveling Repairman Problem on a line (Line-TRP) with general processing times at the request locations and deadline restrictions by showing that it is strongly NP-complete. [178] considers the problem of finding a lower and an upper bound for the minimum number of vehicles needed to serve all locations of the multiple traveling salesman problem with time windows in two types of precedence graphs: the start-time precedence graph and the end-time precedence graph. [141] considers “the pinwheel”, a formalization of a scheduling problem arising in satellite transmissions whereby a piece of information is transmitted for a set duration, then the satellite proceeds with another piece of information while a ground station receiving from several such satellites and wishing to avoid data loss faces a real-time scheduling problem on whether a “useful” representation of the corresponding schedule exists.

The work of [198] is very related to our work in that jobs are located on a line. Each job has an associated processing time, and whose execution has to start within a prespecified time window. The paper considers the problems of minimizing (a) the time by which all jobs are executed (traveling salesman problem), and (b) the sum of the waiting times of the jobs (traveling repairman problem). Also related is the research on Graphs with dynamically evolving links (also known as time varying graphs) which has been explored extensively in theoretical computer science (e.g., see [38, 113, 164]).
6.1.3 Outline and results

We consider first the collections of robots which are all reliable. We start in Section 6.2 with the case of a single robot on a line graph and we give an algorithm finding the shortest exploration time when the robot's starting position is given, is arbitrary, or it is arbitrary but restrained to some subset of line nodes. In Section 6.3 we study line exploration by a collection of robots at fixed or arbitrary positions on the line. We observe, that these algorithms may be extended to the ring case, although their complexity is slightly compromised.

In Section 6.4 we consider the case of unreliable robots. In one case, we show an unexpected result. If $k$ robots are at given fixed initial positions on the line and up to $f$ out of $k$ robots may turn out to be crash-faulty, the problem of finding the optimal exploration time is NP-hard. This result holds even if the nodes' deadlines may be ignored (e.g. they are infinite for all nodes). For all other settings we give algorithms finding optimal exploration times. In Section 6.5 we extend our approach to the ring environment. However, the setting which was proven to be NP-hard for lines is polynomial-time decidable for the ring. Finally, we show that outside the line and ring environment the problem becomes hard. For a graph as simple as a star, already for the case of two robots, the exploration problem turns out to be NP-complete.

6.2 Single Robot on the Line

In this section, we present algorithms that allow a single robot to solve the optimization problem on the line for two cases: when the robot's initial position is given by an adversary, and when we have the possibility of choosing it ourselves.

We have a sequence of nodes $v_0 < v_1 < \cdots < v_{n-1}$ on the real line, and a robot $r$ initially placed at initial position $r(0)$. We denote by $v_s$ the starting node of the
robot, i.e. \( r(0) = v_s \).

**Observation 1.** Without loss of generality we may assume that \( \Delta_{s+1} < \Delta_{s+2} < \cdots < \Delta_{n-1} \). Indeed, if \( \Delta_k \geq \Delta_{k+1} \) for some \( k > s \) we can drop node \( v_k \) from consideration, since visiting \( v_{k+1} \) before its deadline implies that \( v_k \) is also visited before its deadline. For the same reason, we can also assume that \( \Delta_0 > \Delta_1 > \cdots > \Delta_{s-1} \).

**Observation 2.** Without loss of generality we may consider only the solutions which consist of sequences that are increasing and decreasing at alternate nodes, respectively, i.e., sequences \( r(0), r(t_1), r(t_2), \ldots, r(t_p) \) such that \( 0 \leq r(t_{2i}) < r(t_{2i+2}) \), and \( 0 \geq r(t_{2i+1}) > r(t_{2i+3}) \), for all \( i \) in the appropriate range. Moreover, each turning node \( r(t_i) \) is located at some node \( v_j, j = 0, 1, \ldots, n-1 \).

### 6.2.1 The snapshot graph

With these observations in mind, we define the fundamental concept of a directed, layered snapshot graph \( S \) which will form the basis of all subsequent algorithms.

Every node of the snapshot graph \( S \) represents a situation when a new node of the line is visited by the robot for the first time. Consequently, each node of \( S \) is denoted by a pair \( (i, \bar{j}) \) or \( (\bar{i}, j) \), where \( i \leq j \), \([i, j]\) is the interval of nodes already explored by the robot and the node of the line marked with the bar (either \( \bar{i} \) or \( \bar{j} \)) denotes the current position of the robot.

Observe that the robot can advance its exploration in one of two ways: either by visiting the next unexplored node to the left of the interval already explored, or by visiting the next unexplored node to its right. These two possibilities generate the directed edges between the nodes of the snapshot graph. The weight of such an edge equals the time needed by the robot to traverse the path between robot positions in both nodes. Consequently, the nodes \( (i, \bar{j}) \) and \( (\bar{i}, j) \) are placed at layer \( j - i \) and the
adjacencies in $S$ are only between nodes of consecutive layers. Notice the following properties of the snapshot graph (see also Fig. 6.1 below):

- The graph $S$ has $n$ layers numbered from 0 to $n - 1$.
- There are $n$ source nodes at the zeroth layer and $2(n - j)$ nodes at the $j$-th layer for each $j = 1, 2, \ldots, n - 1$. Therefore, there are 2 target nodes (on the $(n - 1)$-th target layer).
- The in-degree and the out-degree of each node is bounded by 2. Therefore, the number of nodes in the graph is bounded by snapshot graph is $O(n^2)$.

Observe that, the solution to the optimization problem for the line corresponds to...
the shortest path from the source node representing the initial position of the robot to one of its target nodes, which respects the time constraints of all the nodes of $L$.

### 6.2.2 Given initial position of the robot

We first present a version of the algorithm which produces the optimal exploration path, assuming a given starting position $v_s$ of the robot on the line. Consider the snapshot graph $S$ described above. In order to obtain the optimal exploration path in the snapshot graph respecting the time constraints of $L$, we generate an all-targets shortest-time tree $T$ whose root coincides with the node $(v_s, \bar{v}_s)$ of the snapshot graph corresponding to the initial position $v_s$ of the robot. This is done in the following way.

We add a time counter $time$ to every node of $S$. We set to zero the time counter of the initial node $(v_s, \bar{v}_s)$ and to $\infty$ the initial time counters of all other nodes of $S$. We then visit all nodes of $S$ layer by layer. Consider a visit of any such node $v$, which corresponds to the first visit to node $v_j$ of $L$. For each predecessor of $v$ in $S$ we consider the time equaling its time counter augmented by the weight of the edge joining it with $v$. Let $Min$ denote the smaller of these values (we take an arbitrary one in the case of equality). If $Min$ does not exceed the time constraint of $v_j$ (i.e. $Min \leq \Delta_j$) we set the time constraint of $v$ to $Min$ and we add to $T$ the edge from the corresponding predecessor of $v$. Otherwise, the time counter of $v$ is set to $\infty$ and we leave $v$ parentless.

Observe that, $T$ is a tree, as each node has at most one parent. One of the two target nodes of the smaller time counter defines the optimal exploration time and the path to it in $T$ corresponds to an optimal exploration path of $L$. Otherwise, there exists no exploration path respecting the node deadlines of the line graph.
For any node \( v \) of \( S \) we denote by \( new(v) \) the index of the node of the line \( G \) which is newly explored when arriving at \( v \). More exactly, \( new(v) = j \), such that either \( v = (i, j) \) or \( v = (j, k) \), for some \( i \leq j \leq k \leq n - 1 \).

The following procedure \( \text{InitStart} \) indicates how to initialize the time counters of the nodes of \( S \) before running the main body of the algorithm. For each node \( i \) of the line \( L \), which may be a starting position of a robot, we put a node \( (i, i) \) of \( S \) to the set \( A \). All nodes of \( A \) have their time counters initialized to 0.

\[
\text{Procedure } \text{InitStart}(A, S) \text{ with } A \text{ a subset of nodes of } S \text{ at zeroth layer; }
\]

\[
\begin{align*}
1 & \text{ for every node } v \text{ of } V(S) \setminus A \text{ do} \\
2 & \quad \text{time}(v) = \infty; \\
3 & \text{ for every node } v \text{ of } A \text{ do} \\
4 & \quad \text{time}(v) = 0;
\end{align*}
\]

Algorithm 4 describes the pseudo-code that formalizes the previously outlined construction of a shortest-time tree.

\[
\begin{algorithm}
\textbf{Algorithm 4:} Single Robot exploration on the line with given initial position \( v_s \); \\
\textbf{Input:} A snapshot graph \( S \) and the starting position \( v_s \) of the robot \\
\textbf{Output:} An exploration tree with optimal exploration times \\
1 \text{InitStart}(\{v_s\}, S); \\
2 \text{for layer } i = 0 \text{ to } n - 1 \text{ do} \\
3 \quad \text{for each arc } v \rightarrow w \text{ starting at layer } i \text{ do} \\
4 \quad \quad t = \text{time}(v) + \text{weight}(v, w); \\
5 \quad \quad \text{if } t < \text{time}(w) \text{ and } t \leq \Delta_{\text{new}(w)} \text{ then} \\
6 \quad \quad \quad \text{time}(w) = t; v = \text{parent}(w);
\end{algorithm}
\]

Figure 6.2 illustrates the execution of Algorithm 4. The weighted line graph containing five nodes denoted by integers from 0 to 4 is presented at the top of Fig. 6.2. The robot is initially placed at node 1. The solid directed edges depict the shortest-time tree respecting the deadlines (the remaining edges of the snapshot
graph which are not being used are dashed). Each node has been assigned the time counter computed by Algorithm 4. The path of the shortest-time tree ending in the target node represents the optimal trajectory of the robot.

![Graph](image)

Figure 6.2: Illustration of the execution of the line-exploration algorithm starting from node 1.

**Theorem 13.** Consider a line graph $G$ and a robot placed at its starting position $v_s$. Algorithm 4 correctly computes an optimal exploration path which satisfies the node deadlines in $O(n^2)$ time.

**Proof.** We show that for every node $v = (i, j)$ (resp. $v = (i, j)$) of the snapshot graph the algorithm computes the shortest time $time(v)$ needed to explore the interval $[i, j]$ of the line graph which respects the deadlines of its nodes by the robot starting at $v_s$, such that $i \leq s \leq j$, and ending its exploration at $v_i$ (resp. $v_j$). The proof goes by induction on the layer. The claim is clearly true for any node $(i, i)$ at layer 0. Suppose
that the claim is true for all nodes at layers at most $\ell - 1$. Take any node at level $\ell$, i.e., either $v = (i, i + \ell)$ or $v = (i, i + \ell)$. Consider the shortest time exploration path ending at $v$. The immediate predecessors of $v$ in this path is a node $w$ from layer $\ell - 1$, for which the shortest-time exploration path is correctly computed by the inductive hypothesis. The time needed to reach $v$ from $w$ equals the time distance between $new(v)$ and $new(w)$ at the line graph. If $time(v) + weight(w \rightarrow v) \leq \Delta_{new(w)}$ then the deadline of node $new(w)$ is respected and $time(w)$ is correctly computed lines 4-6 of Algorithm 4, otherwise the exploration time of $w$ remains at $time(w) = \infty$ as set in the InitStart procedure. The $O(n^2)$ time complexity follows directly from the properties of the snapshot graph.$\square$

6.2.3 Arbitrary starting positions

We now consider a variation of the problem when the choice of the starting position of each robot is left to the user, or is restricted. When this choice is restricted, the user must choose the starting position of each robot within a subset of nodes of the line graph. We will show that Algorithm 4 also works in such a setting. We need, however, modify the call to procedure InitStart in line 1 of Algorithm 4, so that its first parameter equals the set of all nodes of the line at which the robot may start. An example of its execution is presented on Fig. 6.3, where a user may choose any node of the line graph as the starting position of the robot.

Observe that, for any node $w$ of the snapshot graph, the value of $time(w)$, computed by the algorithm, represents now the shortest exploration time ending at $w$ starting from any node of the line graph. $T$ is now a forest with the nodes of $T$, whose time counter remains at $\infty$ isolated in $T$ (having no children or parent in $T$).

Corollary 1. Let $A$ be the subset of nodes of the line graph which we can choose
Figure 6.3: Illustration of the execution of the line-exploration algorithm in the case of arbitrary starting node. For any sub-interval \([i, j]\) of the line, the optimal robot trajectory exploring \([i, j]\) is given by the cheaper among the solid directed paths incoming to nodes \((i, j)\) and \((i, j)\).

for the starting position of the robot. Suppose that the first parameter of the call to procedure InitStart in line 1 of Algorithm 4 (A) equals the set of all nodes from zeroth level of \(S\) which correspond to the nodes of A. Such version of Algorithm 4 correctly computes in \(O(n^2)\) time an optimal exploration path of the line graph, which satisfies the node deadlines. Moreover, for any sub-interval \([i, j]\) of the line, the algorithm computes an optimal robot starting position to explore \([i, j]\), the cost (time) of such exploration and the trajectory of the robot.

The proof of Corollary 1 is almost identical to the case of Theorem 13. Observe that, in the inductive step, when the parent \(w\) of any node \(v\) in \(T\) is determined, the root of the connected component of \(T\) containing \(v\) corresponds to the node of A
offering the shortest exploration path.

6.3 Multiple Robots on the Line

In this section we consider line exploration by a collection of $k < n$ mobile robots. As before we study two variants of the time optimization problem. In the first setting, the initial positions of the robots are arbitrary, i.e. the algorithm identifies the initial placement of the robots, which results in the shortest exploration time respecting the node deadlines. In the second setting, the distinct initial robot positions are given in advance. Both variants are solved using versions of dynamic programming. We start with the following observation concerning the movement of the robots.

**Observation 3.** There exists an optimal exploration solution in which the robots never change their initial order along the line. Moreover, the sub-intervals of the line explored by different robots are mutually disjoint.

*Proof.* This is easily proven by observing that any solution that forces two robots to cross path can be replaced by an equally efficient solution where robots turn around instead of crossing path. We also observe that there is no benefit to the exploration of a single node by multiple robots (by definition of the problem). Therefore, once two robots are located on adjacent nodes, the only efficient move for each robot is to move away from the other. □

We use the following notation. Suppose that we need to explore an interval $[i, j]$ of the line respecting the deadlines of the nodes of $[i, j]$. For the setting when the robots are placed at given initial positions, for any pair of indices $i, j$, such that $0 \leq i \leq j \leq n - 1$, we denote by $T_{i,j}$ the optimal time of exploration of the interval $[i, j]$ using the robots placed within $[i, j]$. When the initial placement of the robots
is left to the algorithm, for any $1 \leq r \leq k$, we denote by $T_{i,j}^{(r)}$ the optimal time of exploration of the interval $[i, j]$ using $r$ robots which may be placed at arbitrary initial positions within $[i, j]$.

### 6.3.1 Given initial positions

We start with the following observation

**Observation 4.** Consider a line and a robot initially placed in its sub-interval $[i, j]$. Using Algorithm $4$ the values $T_{i,j}$ for all $0 \leq i \leq j \leq n - 1$, may be computed by the formula

$$T_{i,j} = \min(time((i,j)), time((i,j)))$$  \hspace{1cm} (6.1)

Let $p_i$ denote the initial position of robot $i$. We assume that we have $0 \leq p_1 < p_2 < \cdots < p_k < n - 1$. By Observation 3 we need to partition the line into sub-intervals $[l_i, r_i]$ for $i = 1, 2, \ldots, k$ (with $l_1 = 1$ and $r_k = n$), each one explored by a different robot. The interval $[l_i, r_i]$, explored by robot $i$, contains its initial position $p_i$, but not an initial position of any other robot. Hence edges $(r_i, l_{i+1})$ for $i = 1, \ldots, k - 1$, that we call *idle edges*, are never traversed by any robot. The following formula, is an obvious consequence of Observation 3,

$$T_{i,j} = \min_{p_q < m \leq p_{q+1}} \max(T_{i,m-1}, T_{m,j}),$$ \hspace{1cm} (6.2)

for any $i \leq p_q, p_{q+1} < j$. Indeed, the idle edge $(m - 1, m)$, separating the sub-segments of operation of robots $q$ and $q + 1$, is chosen so as to minimize the exploration time.
of interval \([i, j]\).

We give first an idea of our algorithm. We generate the snapshot graph, as described in Subsection 6.2.2. Let's use the notation \(p_0 = -1 \) and \(p_{k+1} = n\). For \(m = 1, \ldots, k\) let \(S_m\) be the subgraph of \(S\) obtained by keeping the nodes \((i, j)\) and \((i, \bar{j})\) such that \(p_{m-1} < i, j < p_{m+1}\). In the first part of our algorithm, for each robot \(m\), we run Algorithm 4 with inputs \(p_m\) and \(S_m\), obtaining the optimal exploration time \(T_{i,j}\) of each line sub-interval \([i, j]\), which contains exactly one starting position \(p_i\), for \(i = 1, 2, \ldots, k\).

In the second part of the algorithm, we combine exploration times of individual robots, in order to obtain the optimal exploration time \(T_{0,j}\) using robots initially placed within \([0, j]\), subsequently for each \(j\). Let \(r_j\) denote the number of robots initially placed in interval \([0, j]\) and suppose, that we computed the optimal exploration times of all intervals, which initially contain robots \(1, 2, \ldots, r_j - 1\). When \(j\) exceeds \(p_{r_j}\) we use robot \(r_j\) and we determine the idle edges preceding the intervals of operation of \(r_j\), resulting in the optimal exploration times of intervals, which initially contain robots \(1, 2, \ldots, r_j\).

**Algorithm 5:** Exploration algorithm on the line with \(k\) robots at fixed initial positions

**Input:** Line \(L\) with starting robots' positions \(p_1, p_2, \ldots, p_k\)

1. Construct the snapshot graph \(S\) from \(L\);
2. for \(m = 1\) to \(k\) do
3.   Execute Algorithm 4 with inputs \(p_m\) and \(S_m\);
4.   for every \((i, j)\) s.t. \(p_{m-1} < i \leq j < p_{m+1}\) do
5.     \(T_{i,j} := \min\{t_m(i, j), t_m(i, \bar{j})\};\)
6.   for \(j = p_2\) to \(n - 1\) do
7.     \(T_{0,j} := \max_{p_{r_j-1} < m \leq p_{r_j}} \min \{T_{0,m-1}, T_{m,j}\};\)

**Theorem 14.** Algorithm 5 in \(O(n^2)\) time computes the optimal exploration of the line.
by $k$ robots initially placed at given initial positions $0 \leq p_1 < p_2 < \cdots < p_k \leq n - 1$.

**Proof.** By Observation 3, we can assume that in an optimal solution, each robot $m$ operates in an interval $[l_m, r_m]$, which does not contain an initial position of any other robot. Hence we have $p_{m-1} < l_m \leq p_m$ and $p_m \leq r_m < p_{m+1}$. All pairs of indices $(i, j)$, which verify this property are considered in line 4 of Algorithm 5. By Theorem 13 and Observation 4 each such value $T_{i,j}$ is correctly computed in line 5 of Algorithm 5.

We now prove that in line 7 the Algorithm 5 correctly computes values $T_{0,j}$ for all $j = 0, 1, \ldots, n - 1$. The proof goes by induction on $j$. For all $0 \leq j < p_2$ the interval $[0, j]$ contains a single robot, so the value $T_{i,j}$ is correctly computed in the first iteration of the for-loop in lines 2-5. Consider any $j \geq p_2$, i.e. when the interval $[0, j]$ contains more than one robot, and suppose, by the inductive hypothesis, that the values $T_{0,i}$ correspond to optimal times of exploration of segments $[0, i]$, for all $i < j$. Let $T^*$ be the optimal time of exploration of interval $[0, j]$, which verifies the claim of Observation 3, i.e. such that there exists an idle edge $(m^* - 1, m^*)$, and $p_{r_j - 1} < m^* \leq p_{r_j}$. During such optimal exploration, robots $1, 2, \ldots, r_j - 1$ explore interval $[0, m^* - 1]$ (using some time $T_{i}^*$), and robot $r_j$ explores interval $[m^*, j]$ (using time $T_{2}^*$). Clearly $T^* = \max(T_{1}^*, T_{2}^*)$. By the inductive hypothesis, we have $T_{0,m^*} \leq T_{1}^*$ and $T_{m^*+1,j} \leq T_{2}^*$. Consequently, we have in line 7 of Algorithm 5

$$T_{0,j} = \min_{p_{r_{j-1}} < m \leq p_{r_j}} \max(T_{0,m-1}, T_{m,j}) \leq \max(T_{0,m^*-1}, T_{m^*,j}) = \max(T_{1}^*, T_{2}^*) = T^*,$$

which concludes the inductive proof.

We consider now the time complexity of Algorithm 5. The snapshot graph $S$ in line 1 is constructed in $O(n^2)$ time. Observe that since each node of $S$ can only be in two different subgraphs $S_i$ and $S_j$, we have $\sum_{i=1}^{k} |V(S_i)| \leq 2|V(S)| = O(n^2)$. Hence,
all the executions of line 3 of Algorithm 5 take $O(n^2)$ amortized time. Similarly, in line 4 of the algorithm, in all its executions, it considers $O(n^2)$ nodes of graph $S$. Consequently the for-loop of lines 2-5 is executed in $O(n^2)$ amortized time. As each of $O(n)$ executions of the for-loop in lines 6-7 takes $O(n)$ time we conclude the $O(n^2)$ overall time complexity of Algorithm 5.

**6.3.2 Arbitrary initial positions**

This algorithm is also based on the dynamic programming approach for computing the table $T_{i,j}^{(r)}$, for all $1 \leq r \leq k$ and $0 \leq i < j \leq n - 1$. The values of $T^{(k)}_{0,n-1}$ represent the optimal exploration time of the line using $k$ robots. We use the following formula, which works for any $r, r_1, r_2$, where $r_1, r_2 \geq 1$, $r = r_1 + r_2$ and any $0 \leq i < j \leq n - 1$.

$$T_{i,j}^{(r)} = \min_{i \leq k \leq j} \max\left(T_{i,k}^{(r_1)}, T_{k+1}^{(r_2)}\right). \quad (6.3)$$

Using Formula (6.3), the values of $T_{i,j}^{(r)}$ may be computed in a greedy manner for the increasing values of $r$. As Formula (6.3) may be naturally computed in $O(n)$ time, the total complexity of such a greedy approach is in $O(kn^3)$.

We give now a more efficient algorithm computing $T_{0,n-1}^{(k)}$. Observe first, that when $[i_1, j_1] \subseteq [i_2, j_2]$, then $T_{i_1,j_1}^{(r)} \leq T_{i_2,j_2}^{(r)}$. Consequently, when computing $T_{i,j}^{(r)}$, the value of index $k$ which minimizes $\max(T_{i,k}^{(r-1)}, T_{i,k+1}^{(1)})$ may be found by a binary search (cf. function OptTime).

The following observation is easy.

**Observation 5.** Consider two fixed numbers $r_1, r_2$ of robots. If for any interval $[i, j]$ of the line, $T_{i,j}^{(r_1)}$ and $T_{i,j}^{(r_2)}$ represent the optimal time of exploration of the interval by $r_1$ and $r_2$ robots, respectively, then function OptTime correctly computes in $O(\log n)$ time the optimal exploration time $T_{i,j}^{(r)}$ of the interval $[i, j]$ by $r = r_1 + r_2$ robots.
Function OptTime(i, j, r1, r2);

1 if \( j - i + 1 \leq r_1 + r_2 \) then
2 \[ \text{return } 0 \]
3 \( k_{\text{low}} = i; k_{\text{high}} = j; \)
4 while \( k_{\text{low}} < k_{\text{high}+1} \) do
5 \( k = (k_{\text{low}} + k_{\text{high}})/2; \)
6 if \( T_{i,k}^{(r_1)} < T_{k+1,j}^{(r_2)} \) then
7 \( k_{\text{low}} = k; \)
8 else
9 \( k_{\text{high}} = k; \)
10 \[ \text{return } \min(\max(T_{i,k_{\text{low}}}^{(r_1)}, T_{k_{\text{high}},j}^{(r_2)}), \max(T_{i,k_{\text{low}}}, T_{k_{\text{high}},j}^{(r_2)})) \];

The greedy approach would compute the values of table \( T_{i,j}^{(r)} \) for any given \( r \). Our algorithm below computes the values of \( T_{i,j}^{(r)} \) when \( r \) is a power of 2 not exceeding \( k \). Then, using formula 6.3, they are combined in \( \lceil \log k \rceil \) steps, to compute the values of \( T_{i,j}^{(k)} \).

Algorithm 6: Multiple robot line exploration with arbitrary starting positions

1 Let \( r_b, r_{b-1}, \ldots, r_0 \) be the consecutive bits of the binary representation of \( k \);
2 Compute table \( T_{i,j}^{(1)} \);
3 for \( m = 0 \) to \( b \) do
4 \( r = 2^m; \)
5 for all pairs \( (i, j) \) such that \( 0 \leq i < j \leq n - 1 \) do
6 \( T_{i,j}^{(2r)} = \text{OptTime}(i, j, r, r); \)
7 \( r = 2^b; \)
8 for \( m = 1 \) to \( b \) do
9 \[ \text{if } r_{b-m} = 1 \text{ then} \]
10 \( p = 2^{b-m}; \)
11 for all pairs \( (i, j) \) such that \( 0 \leq i < j \leq n - 1 \) do
12 \( T_{i,j}^{(p+r)} = \text{OptTime}(i, j, p, r); \)
13 \( r = p + r; \)

The following theorem proves the correctness and the complexity of Algorithm 6.
Theorem 15. Algorithm 6 computes in $O(n^2 \log n \log k)$ time the optimal time needed by $k$ robots to explore the line.

Proof. By Corollary 1 and Formula (6.2) the usage of Algorithm 4 in line 2 of Algorithm 6 correctly computes a single robot optimal exploration time for any sub-interval of a given line. By induction on $r$, using Observation 5, lines 3-6 of Algorithm 6 correctly compute the optimal exploration time of any interval $[i, j]$ using $2^m$ robots, for any $m$, such that $2^m < r$.

From line 1 we have $k = r_b 2^b + r_{b-1} 2^{b-1} + \cdots + r_0 2^0$, where $b$ is the position of the first 1-digit in the binary representation of $k$. We prove that, at the start of each iteration of the for loop from line 8, we have

1. $r = k - k \mod 2^{b+1-m}$, and
2. the table $T_{ij}^{(r)}$ has been already computed for all $0 \leq i < j < n - 1$.

The proof goes by induction on $m$. At the start of the first iteration of the loop when $m = 1$, we have $r = 2^b$. Then indeed the inductive condition is verified as

$$k-k \mod 2^{b+1-1} = (r_b 2^b + r_{b-1} 2^{b-1} + \cdots + r_0 2^0) - (r_{b-1} 2^{b-1} + r_{b-2} 2^{b-2} + \cdots + r_0 2^0) = 2^b = r$$

and the value of $T_{ij}^{(2^b)}$ was computed previously in line 6 of the algorithm.

Suppose that the inductive condition was verified at the beginning of the $m$-th iteration. Suppose first that $r_{b-m} = 0$. Then the $i$-th iteration of the loop is empty but as $k \mod 2^{b+1-m} = k \mod 2^{b+1-(m+1)}$, so that at the beginning of the next iteration the value of $r$ remains unchanged, it follows that the inductive condition is verified.

Consider now the case when $r_{b-m} = 1$. Then, between the start of the $m$-th and the $(m+1)$-st iteration of the loop in lines 10 and 13 we have $r := r + 2^{b-m}$.  
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Consequently, by the inductive assumption, we have at the beginning of the \((m+1)\)-st iteration

\[
\begin{align*}
    r &= k - k \mod 2^{b+1-m} + 2^{b-m} \\
    &= (r_b 2^b + r_{b-1} 2^{b-1} + \cdots + r_0 2^0) - (r_{b-m} 2^{b-m} + \cdots + r_0 2^0) + 2^{b-m} \\
    &= (r_b 2^b + r_{b-1} 2^{b-1} + \cdots + r_{b-m} 2^{b-m}) = k - k \mod 2^{b+1-(m+1)}
\end{align*}
\]

The value of the table \(T_{i,j}^{(r)}\) is then computed in line 12 of the algorithm, which completes the induction proof.

From the inductive proof it follows that at the end of the \(b\)-th iteration of the for loop from line 8 (i.e. at the beginning of the non-existing \((b+1)\)-st iteration) we have \(r = k - k \mod 2^{b+1-(b+1)} = k\), and the table \(T_{i,j}^{(r)} = T_{i,j}^{(k)}\) has been computed, which completes the proof of the correctness of the algorithm.

In line 2, the table \(T_{i,j}^{(1)}\) may be computed by Algorithm 4 in \(O(n^2)\) time (cf. Fig. 6.3). As \(r < 2^b\), both for loops starting at line 3 and 8 have \(O(\log k)\) iterations. Since each internal for loop from line 5 and 11, respectively, has \(O(n^2)\) iterations calling function OptTime of complexity \(O(\log n)\) we conclude that Algorithm 6 finishes in \(O(n^2 \log n \log k)\) time. This algorithm produces an optimal schedule. It is not claimed that Algorithm 6 produces an optimal schedule in optimal time. \(\square\)
6.4 Line Exploration with Unreliable Collections of Robots

In this section we study the exploration problem when some of the robots may be faulty, i.e., when they fail to realize their exploration tasks. In this case, other robots need to help, so that eventually every node of the line is visited by some reliable robot before its deadline. Let there be given a weighted line $L$, containing $n$ nodes with given deadlines and a collection of $k$ robots at most $f$ of which may turn out to be faulty. Consider a schedule for $k$ robots on the line $L$. We say that the schedule is $f$-reliable in time $\Delta$, if for any choice of $f$ faulty robots by an adversary, each node of the line is visited by at least one non-faulty robot before its deadline and before time $\Delta$.

Note that, in the case when all robots are reliable, it is never useful to have more than one robot initially placed at the same position. In the case of the presence of unreliable robots, is may be required. Consequently, we will assume that it is admissible for more than one robot to start from the same node of the line.

**Observation 6.** If there can be $f$ faulty robots, then to successfully explore a node $v$ with deadline $\Delta(v)$, node $v$ must be visited by at least $f + 1$ robots before time $\Delta(v)$.

It is interesting to look at the decision problem as well as the optimization problem related to faulty agents. In the decision problem we look for an algorithm, which, given $f$ and $\Delta$, verifies whether there exists an $f$-reliable schedule in time $\Delta$. In the optimization problem, we need an algorithm, which, for any given $f$, finds the minimal time interval $\Delta$, which admits some $f$-reliable schedule in time $\Delta$. Clearly, solving the optimization problem implies a solution to the decision problem and hardness of the decision problem implies hardness of the optimization problem. We are interested
in both settings – for fixed and for arbitrary initial positions of the robots. As the case of the arbitrary starting positions is easier we discuss this variant first.

### 6.4.1 Arbitrary starting positions

We prove the following theorem.

**Theorem 16.** Let there be given a weighted line $L$, containing $n$ nodes with given deadlines and a collection of $k$ robots, which may be put at arbitrary starting positions on $L$. For any $0 < f < k$ the optimization problem involving up to $f$ faulty robots may be solved in $O\left(n^2 \log n \log \left\lfloor \frac{k}{f+1} \right\rfloor \right)$ time.

The idea of the proof of Theorem 16 is based on the Observation 6. To obtain an $f$-reliable schedule it is sufficient to partition the set of $k$ robots into $f + 1$ groups of $\left\lfloor \frac{k}{f+1} \right\rfloor$ robots, where each such group explores the segment using Algorithm 6. We show that such condition is also necessary. The time complexity follows directly from Theorem 15.

**Proof.** Let $\Delta$ be the time interval satisfying the claim of the theorem, in the sense that there exists an $f$-reliable schedule in time $\Delta$, while for any $\Delta' < \Delta$, there does not exist an $f$-reliable schedule in time $\Delta'$. We show first that the necessary and sufficient condition for the existence of such an $f$-reliable schedule is the following.

**Condition 1:** There must exist a schedule involving $\left\lfloor \frac{k}{f+1} \right\rfloor$ robots (all reliable), starting at arbitrary initial positions on $L$, which solves the exploration of $L$ in time $\Delta$.

Indeed, by Observation 6 each node of the line $L$ must be explored by at least $f+1$ robots. Therefore we can partition the collection of robots into $f + 1$ groups, each group entirely exploring line $L$. The least numerous of these groups can contain no more than $\left\lfloor \frac{k}{f+1} \right\rfloor$ robots and this group must explore $L$. Conversely, if $\left\lfloor \frac{k}{f+1} \right\rfloor$ robots
can explore line $L$ in time $\Delta$, we can form $f + 1$ groups of $\left\lfloor \frac{k}{f+1} \right\rfloor$ robots each, executing
the same schedule and the line is explored by each of $f + 1$ independent groups.

By Theorem 15, Algorithm 6 computes the optimal time of line exploration by a
collection of robots which may be placed at arbitrary initial positions. Consequently,
the output of Algorithm 6 run for $r = \left\lfloor \frac{k}{f+1} \right\rfloor$ robots exactly verifies Condition 1. By
Theorem 15, its time complexity is then as stated in the claim of the theorem.  \qed

6.4.2 Given starting positions

Contrary to the case studied in the previous section, when the robots are assigned
to fixed positions on the line, the existence of faulty robots leads to a problem which
turns out to be NP-hard. In fact, the decision problem is hard, even in the case when
all individual deadlines may be ignored (they are all larger than $\Delta$), i.e. when the
line does not have any node time constraints.

More formally we are confronted with the following problem:

**Exploration of the Line with Crash Faults (ELCF) problem**

*Instance:* A line $L$, a multiset $P$ of $k$ starting positions of robots, a number of faults
$f$ and a time interval $\Delta$.

*Question:* Is there an exploration strategy for the collection of $k$ robots, which may
include up to $f$ faulty ones, such that each node of $L$ is visited by at least one
non-faulty robot before time $\Delta$?

**Theorem 17.** The ELCF decision problem is NP-complete, and remains so even
if all numerical variables are polynomially bounded. In other words, it is strongly
NP-complete.
The proof uses reduction from the Numerical 3-Dimensional Matching (N3DM), which is known to be strongly NP-complete. In the N3DM problem we have three sets, each containing the same number of $q$ integers. We need to form $q$ triples, each one using elements of different sets, so that the sums of all triples are the same. We construct an instance of the ELCF problem by setting $f = q - 1$ and $k = 3q$ and we put robots on the line in three groups of $q$ initial positions. We chose the initial positions of the robots in such a way, that in order to cover the line $f + 1$ times, which is needed by Observation 6, they must form triples, so that each triple of robots could explore the entire line. The choice of the initial positions is made carefully, so that the exploration is possible only if each such triple of robots corresponds to a triple of integers that is obtained from the solution of the N3DM problem.

The proof of Theorem 17 is split into two lemmas. We first show that the $ELCF$ decision problem is strongly NP-hard, and then that the $ELCF$ decision problem is in NP.

**Lemma 21.** The $ELCF$ decision problem is strongly NP-hard.

**Proof.** We construct a polynomial-time many to one reduction from the following strongly NP-hard problem referenced as [SP16] in [147].

**Numerical 3-Dimensional Matching (N3DM) problem**

*Instance:* Three multisets of positive integers $A = \{a_1, a_2, \ldots, a_q\}$, $B = \{b_1, b_2, \ldots, b_q\}$, $C = \{c_1, c_2, \ldots, c_q\}$, and an integer $S$.

*Question:* Does there exist two permutations $\pi_B, \pi_C$ of $[1, q]$ such that for every $1 \leq i \leq q$, $a_i + b_{\pi_B(i)} + c_{\pi_C(i)} = S$?

We construct an instance $(L, P, f, \Delta)$ of the $ELCF$ problem from an instance of $N3DM$ as follows. Let $a = \max_{i \in [1, q]}(a_i)$, $b = \max_{i \in [1, q]}(b_i)$ and $c = \max_{i \in [1, q]}(c_i)$. Let $I = 4S + 6a + 6b + 12c$ and $\ell = 3I - 4S - 1$. $L$ is the line of length $\ell$ (with $\ell + 1$
nodes). Each edge of $L$ has weight one. For the sake of simplicity we name $i$ the node of $L$ at distance $i$ from the leftmost node. We have $3q$ robots each corresponding to an integer from one of the multisets $A, B$ or $C$. For each $i = 1, 2, \ldots, q$, we put three robots: one robot $A_i$ at node $\alpha_i = a_i$, one robot $B_i$ at node $\beta_i = I + 2b_i$ and one robot $C_i$ at node $\gamma_i = 2I + 4c_i$. The number of faults $f$ is equal to $q - 1$ and the time interval $\Delta$ is equal to $I - 1$. The construction can be done in polynomial time. We show that the answer to the constructed instance of the $ELCF$ problem is the same as the answer to the original instance of $N3DM$.

First, assume that there exists a solution $\pi_B, \pi_C$ to the instance of the $N3DM$ problem. We show that the robots can solve the corresponding instance of the $ELCF$ problem as follows.

Robot $A_i$ will first move to the left until reaching node 0 (moving distance $a_i$), and then to the right until reaching node $\alpha_i^r = I - 1 - a_i$ (moving distance $I - 1 - a_i$). This can be done in time $\Delta = I - 1$ and thus robot $A_i$ has visited in time all nodes in the interval $[0, \alpha_i^r]$.

Robot $B_{\pi_B(i)}$ will first move to the left until reaching node $\beta_{\pi_B(i)}^l = \alpha_i^r + 1$ (moving distance $a_i + 2b_{\pi_B(i)}$) and then to the right until reaching node $\beta_{\pi_B(i)}^r = 2I - 1 - 2a_i - 2b_{\pi_B(i)}$ (moving distance $I - 1 - a_i - 2b_{\pi_B(i)}$). This can be done in time $\Delta = I - 1$ and thus it has visited in time all nodes in the interval $[\beta_{\pi_B(i)}^l, \beta_{\pi_B(i)}^r]$.

Robot $C_{\pi_C(i)}$ will first move to the left until reaching node $\gamma_{\pi_C(i)}^l = \beta_{\pi_B(i)}^r + 1$ (moving distance $2a_i + 2b_{\pi_B(i)} + 4c_{\pi_C(i)}$) and then to the right until reaching node $\gamma_{\pi_C(i)}^r = 3I - 1 - 4a_i - 4b_{\pi_B(i)} - 4c_{\pi_C(i)}$ (moving distance $I - 1 - 2a_i - 2b_{\pi_B(i)} - 4c_{\pi_C(i)}$). This can be done in time $\Delta = I - 1$ and thus it has visited in time all nodes in the
interval $[\gamma_{\pi_C(i)}^l, \gamma_{\pi_C(i)}^r]$. Observe that we have:

$$3I - 1 - 4a_i - 4b_{\pi_B(i)} - 4c_{\pi_C(i)} = 3I - 4S - 1 = \ell$$

Hence $\pi_C(i)$ has visited in time all nodes in the interval $[\delta_{\pi_C(i)}^l, \ell]$.

Figure 6.4: Illustration of robots $\mathcal{A}_i$, $\mathcal{B}_{\pi_B(i)}$ and $\mathcal{C}_{\pi_C(i)}$ visiting all nodes of the line.

Since $[0, \alpha_i^r] \cup [\beta_{\pi_B(i)}^l, \beta_{\pi_B(i)}^r] \cup [\gamma_{\pi_C(i)}^l, \ell] = [0, \ell]$, all nodes of the line have been visited in time by either $\mathcal{A}_i$, $\mathcal{B}_{\pi_B(i)}$ or $\mathcal{C}_{\pi_C(i)}$ for $i = 1, 2, \ldots, f + 1$. It follows that every node is visited by at least one non-faulty robot and this is a solution to the ELCF problem.

Now assume there is a solution to the ELCF problem. Let $\mathcal{A} = \{\mathcal{A}_i \mid 1 \leq i \leq q\}$, $\mathcal{B} = \{\mathcal{B}_i \mid 1 \leq i \leq q\}$ and $\mathcal{C} = \{\mathcal{C}_i \mid 1 \leq i \leq q\}$. First, we show the following claim.

**Claim 3.** The robots in $\mathcal{A}$ must visit node 0 and they are the only robots that can do it, the robots in $\mathcal{B}$ must visit node 1 and they are the only robots that can do it and the robots in $\mathcal{C}$ must visit node $\ell$ and they are the only robots that can do it.

For $i = 1, 2, \ldots, q$, the robots in positions $\beta_i$ and $\gamma_i$ are too far (at distance at least $I$) to reach node 0 in time smaller than $\Delta = I - 1$. The robots in positions $\alpha_i$ are the only ones that can visit the node 0 and since this node must be visited by $f + 1 = q$ robots, they must all visit it. Hence, the robots in positions $\alpha_i$ cannot visit
in time node $I$ which is at distance $I$ of node 0. Similarly, the robots in positions $\beta_i$ are the only ones that can visit the node $I$ and since this node must be visited by $f + 1 = q$ robots, they must all visit it. Similarly, the robots in positions $\gamma_i$ are the only ones that can visit the node $2I$ and so node $\ell$ (since $\ell > 2I$) and since this node must be visited by $f + 1 = q$ robots, they must all visit it. This ends the proof of the claim.

For $i = 1, 2, \ldots, q$, let $[0, \alpha_i^r]$ be the interval of nodes visited by robot $A_i$, $[\beta_i^l, \beta_i^r]$ be the interval of nodes visited by robot $B_i$ and $[\gamma_i^l, \gamma_i^r]$ be the interval of nodes visited by robot $C_i$.

**Claim 4.** There are two permutations $\pi_B(i)$ and $\pi_C(i)$ such that for $i = 1, 2, \ldots, q$, $\beta_{\pi_B(i)}^l = \alpha_i^r + 1$ and $\gamma_{\pi_C(i)}^l = \beta_{\pi_B(i)}^r + 1$.

First observe that if there is a portion of the line that is visited by more than $f + 1 = q$ robots, then it means that there are robots from two different sets (for example, robots from sets $A$ and $B$). We can then cut the trajectory of some of the robots in order to decrease the number of robots visiting the same node. So we can assume without loss of generality that each node is visited by exactly $q$ robots. This means that there is a partition of the robots into $q$ subsets, such that every node of the line is visited in time by exactly one robot of each subset. By the first claim, there is one robot of each set $A$, $B$ and $C$ in each of $q$ subsets. Hence, for $i = 1, 2, \ldots, q$, there is a subset of robots $\{A_i, B_{\pi_B(i)}, C_{\pi_C(i)}\}$ that must visit all the nodes of the line. Since two robots of the same subset do not visit the same node, their intervals are disjoint. This ends the proof of the claim.

By the second claim, Robot $A_i$ can travel a distance $\Delta$ to search its interval $[0, \alpha_i^r]$. Observe that $A_i$ starts at distance $a_i$ from node 0. Since $\Delta > 3a \geq 3a_i$, the optimal way for robot $A_i$ to search its interval is to first go to the left and then to the right.
So, we have $\alpha_i = I - 1 - a_i$. By Claim 4, we have $\beta_{\pi_B(i)}^i = \alpha_i + 1 = I - a_i$. Robot $B_{\pi_B(i)}$ starts at distance $a_i + 2b_i$ from node $\beta_{\pi_B(i)}^i$. Since $\Delta > 3a + 6b \geq 3(a_i + 2b_i)$, the optimal way for robot $B_i$ to search its interval is to first go to the left and then to the right. So, we have $\beta_{\pi_B(i)}^i = I - 2a_i - 2b_{\pi_B(i)} - 1$. By the last Claim, we have $\gamma_{\pi_C(i)}^i = \beta_{\pi_B(i)}^i + 1 = I - 2a_i - 2b_{\pi_B(i)} - 1$. Robot $C_{\pi_C(i)}$ starts at distance $2a_i + 2b_{\pi_B(i)} + 4c_{\pi_C(i)}$ from node $\gamma_{\pi_C(i)}^i$. Since $\Delta > 6a + 6b + 12c \geq 3(2a_i + 2b_{\pi_B(i)} + 4c_{\pi_C(i)})$, the optimal way for robot $C_i$ to search its interval is to first go to the left and then to the right. Observe that since robot $C_{\pi_C(i)}$ must visit node $\ell$, we have:

$$3I - 4a_i - 4b_{\pi_B(i)} - 4c_{\pi_C(i)} - 1 = 3I - 4S - 1 \iff a_i + b_{\pi_B(i)} + c_{\pi_C(i)} = S$$

Hence, $\pi_B, \pi_C, \pi_D$ is a solution for the instance of the N3DM problem.

Lemma 22. The ELCF decision problem is in NP.

Proof. We consider the verifier-based definition of NP. A certificate for the instance of the ELCF decision problem is simply the set of the trajectories of the $k$ robots. Each trajectory is of length $O(n^2)$ and hence this certificate is in $O(kn^2)$ and so polynomial in the size of the instance. We can check in polynomial time (by simulating the trajectories of the robots) that every node of the line is visited before time $\Delta$ by at least $f + 1$ robots. Thus, the certificate can be verified in polynomial time.

An interested reader may observe that, given a configuration of $k$ robots on a line and a time $\Delta$, finding what is the maximal number $f$ of robot faults that will still guarantee the exploration, is also strongly NP-hard.

Interestingly, we show in the following section, that the corresponding problem for the ring environment (even its optimization version) has a polynomial time solution. More exactly, we can polynomially compute the smallest time needed to explore the
ring by \( k \) robots placed at given initial positions, when any sub-collection of up to \( f \) robots may turn out to be faulty.

### 6.5 The Ring Environment

In this section we show that most of the results for the line environment may be adapted to work on the ring. However, the ELCF decision problem turns out to have a polynomial-time solution for the ring.

Suppose that the ring \( R \) contains nodes \( 0, 1, 2, \ldots, n - 1 \) in that counterclockwise order around \( R \). Then every node \( i \) of the ring has a counterclockwise neighbour \( (i+1) \mod n \) and a clockwise neighbour \( (i - 1) \mod n \). Consequently, in this section, all the ring node indices are implicitly taken modulo \( n \). The approach used for the ring also starts by creating the snapshot graph, however slightly different from the one introduced in Section 6.2.1. The nodes of the snapshot graph are of the form \( (i, \bar{j}) \) and \( (\bar{i}, j) \), where the node of the ring marked with the bar denotes the current position of the robot and \( [i, j] \) is the segment of the ring already explored by the robot taken in the counterclockwise direction from \( i \) to \( j \). Observe that, the terminal nodes of the snapshot graph, i.e. those which correspond to the exploration of every node of the ring, are now all nodes \( (i, \bar{j}) \) and \( (\bar{i}, j) \), such that \( (j - i) \mod n = 1 \), i.e. \( i \) is the counterclockwise neighbour of \( j \). Such snapshot graph also has \( O(n^2) \) nodes of constant degree (see Fig. 6.5 below). Consequently, by using the argument from Theorem 14 we have the following Observation.

**Observation 7.** All values of \( T_{i,j} \) for pairs \( (i, j) \), such that each pair denotes a counterclockwise segment around the ring containing an initial position of at most one robot, may be computed in \( O(n^2) \) time.

Observe that, there exists an optimal solution for the ring with idle edges between
initial positions of consecutive robots. By removing one such edge the ring becomes a line-segment. Consequently, most of our observations for lines may be applied for rings. In particular, for the case of robots which may be placed at arbitrary initial positions on the ring, the following Corollary is obvious.

**Corollary 2.** In $O(n^2 \log n \log k)$ time it is possible to compute the optimal time of exploration of the ring of size $n$ by a set of $k$ robots, which may be placed at arbitrary initial positions.

Indeed, it is sufficient to apply Algorithm 6, in which in lines 5 and 12 we consider all pairs $(i, j)$ (rather than pairs for which $i < j$).

In the case of robots at given initial positions, the adaptation of the line algorithm to the ring case is also relatively easy, with some compromise on its time complexity. We have the following Proposition.

**Proposition 1.** There exists an $O(n^2 + \frac{n^2}{k} \log n)$ algorithm for computing an optimal exploration of the ring $R$ of size $n$ using $k$ mobile robots, initially placed at fixed positions on $R$. 

![Figure 6.5: Snapshot graph for a case of ring $R$ of five nodes. Grey nodes and edges are duplicates of other nodes at the same level (for presentation clarity). All last level nodes correspond to the ring entirely explored.](image-url)
Proof. Take a pair $i, i+1$ of successive robots around the ring $R$ for which the distance of their initial positions is the smallest. In an optimal exploration on the segment $[p_i, p_{i+1}]$ of $R$, one of its edges is idle. Knowing, which such edge is idle, we might remove it from $R$ converting the ring to a line segment. Then the line exploration Algorithm 5 may be executed for such a segment. As the segment $[p_i, p_{i+1}]$ is of size $O(n/k)$, one possible approach is to try all the possibilities of making idle every edge of $[p_i, p_{i+1}]$, each time running Algorithm 5 for the ring segment thus obtained. This would result in overall complexity $O(n^3/k)$.

Consider the following, more careful adaptation of Algorithm 5 for the ring. Its first part (lines 1-5) may be run once, computing all values $T_{i,j}$ in $O(n^2)$ time. Then the second part (lines 6-7) are repeated $O(n/k)$ times, i.e. for all segments $O(n/k)$ obtained from $R$ by removal of each possible idle edge between $p_i$ and $p_{i+1}$. Moreover, the min computation from line 7, by Observation 5, may be computed in $(\log n)$ time. This results in an $O(n^2 \log n)$ complexity of lines 6-7 hence in $O(n^2 + n^2 \log n)$ ring exploration algorithm.

We now consider unreliable robots. Similarly to the line exploration case, every node of the environment must be explored $f+1$ times by different robots before its deadline.

Consider first the case of robots which may be placed at arbitrary initial positions on the ring $R$. Suppose that we denote by $R^{(f+1)}$ a ring obtained in the following way. We cut $R$ at any node $v$, obtaining a line segment starting and ending by a copy of $v$. We merge $f+1$ copies of such segment, identifying the starting and the ending nodes of consecutive copies, obtaining a segment of $n(f+1)$ nodes. Finally, we identify both endpoints of such segment obtaining a ring $R^{(f+1)}$. Observe that, covering $R$ by $k$ robots’ exploration trajectories, so that each node of $R$ is visited $f+1$ times,
is equivalent to exploring \( R^{(f+1)} \) using \( k \) robots, so that each of its nodes is visited (once) before its deadline. As the size of \( R^{(f+1)} \) is in \( O(nf) \), from Corollary 2 we get

**Corollary 3.** Suppose that in an \( n \)-node ring we can place at arbitrary initial positions \( k \) robots, which may include up to \( f \) faulty ones. In \( O(n^2f^2 \log k(\log n + \log f)) \) time it is possible to compute the optimal time of exploration of the ring.

If the initial positions of the robots on the ring are given in advance, contrary to the case of the line segment, it is possible to decide in polynomial time whether there exists an \( f \)-reliable schedule in any given time \( \Delta \).

**Proposition 2.** Consider a ring \( R \) of size \( n \) and \( k \) robots placed at given initial positions at the nodes of \( S \). For any given time \( \Delta \) there is a polynomially-bounded algorithm that decides whether ring \( R \) may be explored by its robots within time \( \Delta \).

**Proof.** Create ring \( R^{(f+1)} \) formed of \( f+1 \) copies of \( R \), thus obtaining \( k(f+1) \) possible starting positions for \( k \) robots. We need to find an exploration of ring \( R^{(f+1)} \) in time \( T \) using \( k \) robots, which may be placed at \( k(f+1) \) starting positions. If such explorations are possible, then there exists one, for which each robot covers a disjoint segment of \( R^{(f+1)} \), with idle edges separating them. Consider one such edge and remove it from \( R^{(f+1)} \), obtaining a segment \( S \) of size \( n(f+1) - 1 \). The set of \( k \) robots explore \( S \) in time \( T \). As the chosen idle edge belongs to some copy of ring \( R \), it is sufficient to consider \( n \) segments \( S_0, S_1, \ldots, S_{n-1} \) of size \( n(f+1) - 1 \) and check whether one of them may be explored in time \( T \).

From the corresponding snapshot graph, we compute first for any position \( i \) on the ring \( R^{(f+1)} \), the value \( P(i) \) denoting the largest position \( j \), in the counterclockwise direction around \( R^{(f+1)} \), such that a robot placed at a permitted initial position can explore in time \( T \) the segment \([i, j]\) of ring \( R^{(f+1)} \). Consider now an algorithm
deciding for any given segment $S_m$, where $m = 0, 1, \ldots, n - 1$, whether $S_m$ may be explored in time $T$ by some set of $k$ robots, each of which may be placed at any of the given $k(f + 1)$ starting positions. Starting from the initial endpoint of $S_m$, for all consecutive values of $r = 1, 2, \ldots, k$, we compute the largest index $i_{S_m}^r$, such that the initial sub-segment of $S_m$ ending at node $i_{S_m}^r$ may be explored by a set of $r$ robots in time $T$. We can prove by induction on $r$ that

$$i_{S_m}^{r+1} = P(i_{S_m}^r + 1)$$

If $i_{S_m}^k$ reaches (or exceeds) the last node of segment $S_m$, then $S_m$ is explorable by $k$ robots in time $T$.

We repeat the procedure for all segments $S_m$. As ring $R^{(f+1)}$ is possible to be explored at time $T$ if and only if one of the segments $S_m$ may be explored in time $T$ this concludes the proof.

\[ \Box \]

### 6.6 NP-hardness for Star Graphs

We gave exploration algorithms for lines and rings with time constraints on the nodes. It is easy to see that the exploration problem is hard for graphs, even for the case of a single robot and a graph with edges of unit length. Indeed, for a graph on $n$ nodes, by setting all its node deadlines to $n - 1$, an instance of exploration problem is equivalent to finding a Hamiltonian path. However, we show below that the exploration problem is hard for graphs as simple as stars and already for two mobile robots.

**Proposition 3.** The exploration problem respecting node deadlines for given starting positions of the robots is NP-hard. This problem is also NP-hard if the starting
positions are arbitrary.

Proof. We accomplish the reduction from the Partition Problem \[136\].

**Partition problem**

*Instance:* A set of \( q \) of positive integers \( A = \{a_1, a_2, \ldots, a_q\} \)

*Question:* Does there exist a partition of set \( A \) into two subsets of equal sum.

We construct a polynomial-time reduction from the Partition problem. Consider an instance of the partition problem with the set \( A = \{a_1, a_2, \ldots, a_q\} \). Let \( \sum_{i=1}^{q} a_i = 2\sigma \). We design the corresponding instance of the star exploration problem. Consider a star consisting of \( q + 4 \) edges \( e_1, e_2, \ldots, e_{q+4} \). Let the weight \( w \) of each edge be such that \( w(e_i) = a_i \), for \( i = 1, 2, \ldots, q \), and \( w(e_{q+1}) = w(e_{q+2}) = w(e_{q+3}) = w(e_{q+4}) = 4\sigma \). Take two mobile robots 1 and 2 and put them at the starting positions at the endpoints of edges \( e_{q+1} \) and \( e_{q+2} \), different from the centre of the star. Let the deadline of each node of the star be \( \Delta(e_i) = 10\sigma \), for \( i = 1, 2, \ldots, q + 4 \). Note that the sum of the weights of all edges of the star equals \( 18\sigma \). Further, observe that each robot has to end its route at one of the edges \( e_{q+3} \) and \( e_{q+4} \). Indeed, otherwise one of the edges \( e_{q+3} \) or \( e_{q+4} \) would be traversed twice (by the same robot in both directions) and the sum of the trajectories of both robots would exceed \( 22\sigma \). Hence one of the robots would arrive to its last node after time \( 11\sigma \) and its deadline would not be met.

Consequently, robots must traverse once both edges \( e_{q+1} \) and \( e_{q+2} \) at the beginning of their respective routes and finish the routes by traversing edges \( e_{q+3} \) and \( e_{q+4} \). Each of the remaining edges \( e_i \), for \( i = 1, 2, \ldots, q \), must be traversed in both directions and the sum of the robot route lengths is at least \( 4 \cdot 4\sigma + \sum_{i=1}^{q} w(e_i) = 20\sigma \). In order for both robots to reach their last nodes within their deadline time of \( 10\sigma \), each of them must traverse the subset of edges of total length \( \sigma \). This requires solving the given instance of the partition problem.
It is easy to see that the above reduction works not only for the star exploration from given starting positions, but also from arbitrary ones.

\[ \square \]

### 6.7 Additional Remarks and Conclusion

We studied the question of exploring graphs with time constraints by collections of unreliable robots. When all robots are reliable we used dynamic programming to give efficient exploration algorithms for line graphs and rings. We showed, however, that the problem is NP-hard for graphs as simple as stars. We showed how to extend, in most cases, our solutions to unreliable collections of robots.

One of our results is quite unexpected and important. Suppose that a collection of robots, placed on a line, may contain an unknown subset of robots (of bounded size), which turn out to be crash faulty. Verifying whether it is possible to explore the line within a given time bound is an NP-hard problem. The same problem on the ring has a polynomial-time solution.

An interested reader may observe that our positive results imply the possibility to compute the resilience of the configuration, i.e. given a time $\Delta$, to find the largest value $f$, such that there exists a schedule assuring exploration when any set of $f$ robots turns out to be unreliable.

In this section, we did not actually produce schedules for our robots, but we only computed the optimal times when such schedules may be completed. However, from our work it is implicitly clear how to generate such schedules. We proved the optimality of the schedules but we did not prove the optimality of our algorithms. One of the possible open problems is to attempt to design algorithms of better time complexity.
Chapter 7

Conclusion and Future Work

The purpose of our thesis was to study various exploration problems using mobile agents. These problems concern both geometric and graph environments. We were especially interested in situations where robots may experience faults, be they crash faults or Byzantine faults. We also considered cases where robots had different speeds.

Our contribution covered four specific topics. Chapter 3 focused on exploration of the two-dimensional Euclidean plane by a group of $k$ robots. Three main variations were studied: in the first variation, robots were all reliable. In the second variation, $f$ robots could experience crash-faults. In the third variation, $f$ robots could experience Byzantine faults. For all variations, we introduced algorithms for two communication models: wireless and face-to-face. We also discussed upper and lower bounds: all those algorithms are asymptotically optimal, with the exception of the byzantine face-to-face model, where our algorithm is only optimal if $2f + 1 < k$. A natural extension of our work is to consider collections of robots with possibly distinct visibility ranges. An interesting open question concerns exploration of polygonal environments using robots with bounded or unlimited visibility ranges.

In chapter 4, we studied the best way for one or multiple robots to intercept a
bus travelling alongside the circumference of a circle of unit length, and we provided
algorithms for various circumstances: when the speed of the bus was either known or
unknown, and when its direction was either known or unknown. Our work also opens
several possibilities for further work, such as:

- bus with non-constant speed (i.e. known only upper and lower bound);
- bus with known movement function (e.g. \( f(t) \), where \( f(t) \) gives the speed of
  the bus at time \( t \)), but unknown initial location and direction (determined by
  the sign at \( f(t) \));
- bus time shift (e.g. knowing that the bus moves according to \( f(t + t_0) \), for some
  \( t_0 \), but not knowing \( t_0 \));
- agents with different and possibly non-constant speeds;
- other domains, like trees or arbitrary graphs; and
- different communication model (e.g. face-to-face, or limited visibility).

Chapter 5 studied the problem of evacuation on a disc. We studied two vari-
ations: crash-faults and Byzantine faults under the wireless communication model.
We evaluated the efficiency of the algorithm by measuring the time elapsed before
all reliable robots gather at the location of the exit. Our work focused on providing
upper and lower bounds for the case of 3 robots, 1 of which is faulty. There are several
challenging open problems, such as:

- closing the gaps between the upper and lower bounds for either robot fault
  (either crash or Byzantine) model with wireless communication, as presented in
  our work;
• exploring other types of communication models (e.g. face-to-face, or even limited visibility);

• identifying the upper and lower bounds for more than three robots, $f$ of which may be faulty, and derive asymptotic bounds similar to the results of [56]; and

• exploring robots with different maximal speeds.

Despite the fact that obtaining tight bounds for evacuation problems are known often to lead to functions which can be a challenge to optimize, the algorithmic insights derived by this interaction between robot mobility and communication can lead to rewarding applications of distributed computing in search and evacuation.

In chapter 6, we studied exploration problems in graphs with deadlines on nodes. We studied various graphs (line, ring, star) with one, then multiple robots. We discussed the complexity of algorithms that solved this problem, and evaluated the impact of crash faults on the complexity of the problems. This leaves some open problems, such as:

• designing algorithms of better time complexity;

• studying the feasibility of the exploration of the star graph by a single robot in polynomial time;

• the case of a single robot in a tree with node deadlines; and

• identifying the smallest (or simplest) class of graphs for which the exploration by a single robot is hard.
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