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SOMMAIRE

La reconnaissance d’activités humaines en vidéos est un problème très important en vision par

ordinateur. Le défi principal dans ce domaine est le développement d’algorithmes capables

d’analyser automatiquement les vidéos pour reconnaître et interpréter les activités générées.

Récemment, les méthodes statistiques ont montré leur efficacité pour classer et prédire des

activités à différents niveaux de complexité (ex. gestes, actions, interactions). Cependant,

ces méthodes se basent souvent sur des représentations d’activités utilisant des vecteurs de

caractéristiques à très haute dimensions, noyant ainsi dans le bruit l’information utile pour

discriminer les activités. Notons également que les bases de données d’activités sont parfois

composées de peu de données, ce qui peut entraîner un problème de sur-apprentissage lors de

l’entrainement des modèles de classification (c-à-d., capacité de généralisation limitée).

Dans cette thèse, nous abordons ces problèmes avec de nouvelles approches statistiques que

nous avons appliquées pour la reconnaissance d’actions et les interactions entre personnes.

En premier temps, nous avons proposé un nouveau modèle de classification d’actions (FR-

MKLR), basé sur la régression logistique multinomiale à noyaux et intégrant la pertinence de

caractéristiques sous forme de poids dans la fonction du noyau. Ce modèle permet de réduire

l’effet des caractéristiques indésirables en inhibant leurs poids durant l’apprentissage. Nous

avons appliqué avec succès notre modèle pour la reconnaissance d’actions simples d’individus

(ex. marcher, courir, tomber, etc.), en se basant sur une nouvelle description géométrique de

ces dernières basée sur la forme contextuelle spatio-temporelles des silhouettes. Dans un sec-

ond temps, nous avons généralisé notre modèle de classification FR-MKLR en intégrant la
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pertinence de groupes de caractéristiques. Le nouveau modèle, baptisé GFR-MKLR, permet

de rechercher la pertinence de groupes de caractéristiques contribuant comme des facteurs la-

tents à part entière pour la discrimination de classes. La nécessité de développer un tel modèle

vient du fait que pour les activités humaines, en particulier les interactions entre deux indi-

vidus, plusieurs caractéristiques de mouvement peuvent être regroupées en fonction des parties

du corps humain les ayant générées via des gestes (ex. mains, jambes, tête, etc.). Nous avons

appliqué avec succès notre modèle pour la reconnaissance d’interations entre deux personnes

(ex. saluer, frapper, etc.). Nous avons testé de manière extensive nos approches FR/GFR-

MKLR sur différents ensembles de données standard d’actions et d’interactions entre indi-

vidus. Les résultats obtenus ont démontré les capacités de nos approches et leur performance

par rapport aux travaux récents de la littérature.



ABSTRACT

Human activity recognition in videos is a very important problem in computer vision. The

main challenge in this area is how to develop algorithms capable of analyzing automati-

cally videos to recognize and interpret generated activities. Recently, statistical methods have

shown their effectiveness to classify and predict activities at different levels of complexity

(e.g., gestures, actions, interactions). However, these methods are often based on represen-

tations of activities using very high-dimensional feature vectors which overwhelm in noise

useful information for classification. Note also that activity databases contain sometimes in-

sufficient number of data, which can lead to classification over-fitting during model training

(i.e., limitation in generalization capability).

In this thesis, we tackled these problems with new statistical approaches that we have applied

to single actions and inter-person interactions recognition. First, we have proposed a new

model action classification (FR-MKLR) which is based on kernel multinomial logistic regres-

sion by integrating features relevance in the form of weights embedded in the kernel function.

This model reduces the contribution of non-relevant features by inhibiting their weights during

the training process. We have successfully applied our model for recognizing simple human

actions (e.g. walking, running, falling, etc.), using a new geometric description of actions

based on the spatiotemporal shape context of silhouettes. Second, we have generalized the

FR-MKLR model by integrating the relevance of groups of features. The new model, called

GFR-MKLR, allows to encode the relevance of feature groups constituting fully-fledged latent

factors for class discrimination. The need to develop such a model stems from the fact that
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in activities, particularly involving interactions between individuals, several motion features

can be grouped according to the human limbs having them generated via gestures (e.g. hands,

legs, head, etc.). We have applied successfully our model for the recognition of interactions

between two people (e.g. greeting, punching, etc.). We extensively tested our FR/GFR-MKLR

models on several standard datasets for action and interaction recognition. Obtained results

have demonstrated the capabilities of our models and their performance compared to recent

work in the literature.
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Chapter 1

Introduction

1.1 Action recognition problem

The ever-increasing use of images and videos for individual and public purposes and the avail-

ability of digital cameras at lower cost have considerably increased the daily volume of infor-

mation stored and analyzed. Images and videos are becoming an essential tool in different

domains such as video surveillance [17], entertainment and healthcare systems [18], to name

a few. In video surveillance, for example, automatic detection of abnormal activities can be

used to alert authorities of potential criminal or dangerous behaviors. In human computer in-

teraction, activity recognition can be used to improve the human/computer interaction (HCI)

experience [19], while in entertainment it can be used to create more realistic characters in

video games and augmented reality [20]. In healthcare systems, activity recognition can help

in the rehabilitation and monitoring of patients [18].

Human vision system has a unique ability to understand and interpret the dynamics generated

by moving objects in video sequences. However, the amount of information to be processed

and interpreted by human operators, for monitoring and analysis purposes, can lead to high

costs, not to mention errors caused by human fatigue and distraction. Despite the recent ad-

1
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vances made in video processing, computers are still far from reaching the human abilities in

visual recognition. One of the main objectives in computer vision is to develop methods and

algorithms based on image/video processing to try to match these abilities as closely as pos-

sible. In recent years, automatic human activity recognition has drawn much attention in the

field of computer vision and image processing due to the growing demand from applications

such as video surveillance, HCI and robotics. For example, the proliferation of CCTV camera

systems in video surveillance has brought the need for real-time algorithms to perform activity

recognition and detect abnormal behaviors [21, 22, 23].

Depending on the complexity of motion patterns, activities captured in videos can range from

simple gesture to ones involving two or more humans/objects. A single person activity can

be composed of a sequence of elementary actions obeying certain spatial and temporal rela-

tionships. An elementary action, in turn, can be composed of multiple temporally/spatially

organized gestures. When an activity involves at least two persons (resp. a person and an

object), it is referred to as human/human (resp. human/object) interaction [24]. Contrarily to

the periodic nature of elementary actions, where repetitive gestures can be made for carrying

an action (e.g., walking, boxing, etc.), human/human interactions can generate non-periodic

motion patterns since each person can perform a different sequence of gestures [24, 25, 26].

Since actions are the building blocks of human activities, it is of prominent importance to

have efficient and fast methods for real-time basic (elementary) action recognition. Generally,

the task of representing and recognizing human actions is a challenging problem due to the

following factors:

• Variation in action generation: the same action can be performed by different humans

in different ways and speeds. This causes a high overlapping between different classes

of actions (e.g., walking and running). Therefore, good action recognition requires ap-

proaches that are able to take into account intra-class variations and adequately identify

inter-class differences.
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• Variation in action environment: environment here refers to the context where the ac-

tion is performed. False motion patterns generated by moving cameras, cluttered/non-

stationary backgrounds and illumination changes can distract action recognition systems

and lead to many false positives. Other difficulties can come also from viewing angle

changes and partial/total object occlusions that may drastically change the visual ap-

pearance of the objects and actions [27, 28].

• Action representation: several methods describe actions using high-dimensional vec-

tor representation containing features extracted from videos (e.g., SIFT, HOG [24],

etc.). However, when using features extracted from raw video data, relevant infor-

mation for action discrimination can be overwhelmed by a huge amount of noise and

non-informative features. This, in turn, can prevent classifiers from efficiently sepa-

rating action classes. Therefore, appropriate action representation should be cleared of

non-relevant features before or during the classification process.

1.2 Action recognition systems

In order to perform human activity recognition, typical methods are generally decomposed

into three main steps as shown in Figure 1.2.1:

Figure 1.2.1 – A generic activity recognition system.



CHAPTER 1: Introduction 4

1. Pre-processing: Several methods for activity recognition require moving object detec-

tion or background subtraction for action representation. However, changes in the envi-

ronment due to illumination changes and camera motion/vibrations can generate noise

and false objects or motion patterns, decreasing the quality of extracted features for ac-

tivity recognition. Also, the presence of shadows and illumination changes pose major

difficulties for distinguishing real from false objects [29]. In order to remove back-

ground noise and instabilities, pre-processing techniques that comprise filtering, video

stabilization and motion compensation can be used to enhance and prepare video se-

quences for reliable feature extraction.

2. Features for action representation: Consists of extracting posture and motion cues that

are discriminative for human actions [23]. Features can be considered as abstraction of

raw data, which are used to represent and characterize actions in a compact way [30].

Therefore, the feature extraction process produces feature vectors that are a reduced

representation of video sequences. In the past, several methods have proposed features

for representing and recognizing human actions [24, 31, 1, 32]. Depending on the type

of features used for activity description, we can categorize these methods into two main

categories:

(a) Methods based on local features: are used to represent local properties of actions

and do not require in general to detect/localize humans. Methods such as scale

invariant feature transform (SIFT) [33], space time interest points (STIP) [1] and

histogram of oriented gradient (HOG) [34] use local 2D windows in images or

3D cuboids in video streams to extract features for action recognition. These rep-

resentations have some invariance to viewpoint and appearance changes, but do

not capture the whole body motion or detailed motion description of body parts in

deformable objects. Note also that there is some redundancy in generated points

such as SIFT or STIP features since several points can be extracted at the same

location. Consequently, relevant information for action discrimination can reside
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in a handful of salient points buried in a huge number of non-informative ones.

(b) Methods based on global features: also called holistic representations [10, 7, 9],

generally require object tracking and/or background subtraction to extract moving

objects. These methods capture the spatial structure of human body by computing

features on a regular grid bounding the detected object(s). Unlike local descriptors,

global representations encode the whole body activity and give more information

about deformable objects. These representations include silhouettes, color and

motion segmentations [8]. To be robust to noise, partial occlusion and viewpoint

changes, some methods include features such as optical flow, HOG and shape

information for action description [35, 36].

(c) Hybrid methods using dictionary learning: recently, authors in [37, 38] have pro-

posed to combine local and global descriptors to extract sparse representation

based on dictionary learning. These methods construct feature spaces in the form

of vocabularies which are suitable for activity recognition and classification [39].

However, vocabulary construction require a huge amount of training data consist-

ing of video chunks related to activities to be classified. In addition, given that

activities can exhibit a huge variability, it is difficult to build a common and sta-

ble vocabulary that can account for the variability within each activity category.

Finally, these methods are usually computationally intensive.

3. Activity learning and classification: Consist of building statistical models that can be

trained on labelled data and then used to classify new observations. A major challenge

in these models is dealing with the variability in action classes that can be accentuated

when actions are performed by different subjects and with different genders and clothing

[24]. For example, actions that can be clearly and easily separable by humans (e.g.,

boxing and hand-waving) can be very difficult to classify by computers when generated

with different view points. Moreover, depending on the context and/or culture, actions

can be carried out with different speeds and styles. It is therefore important to design
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Table 1.2.1 – Dimensionality of feature vectors given in the literature: S: represents the total
number of scales, T represents the number of frames and n represents the number of consid-
ered codewords in the extracted feature).

Methods features vector dimension
Blank et al. [10] 440
Sun et al. [40] 192
Zhao et al. [41] 1250
Klaser et al. [42] 960
Wang et al. [5] (30, 96, 108, 192) for (trajectory, HOG , HOF , MBH)
Bregonzio et al. [4] (8S + 2)× T
Jiang et al. [43] n×n

2
× 4× 4

efficient classifiers capable of identifying relevant features characterizing each action

category, while maintaining flexibility to cope with action variation.

In the past, several classifiers have been used for action recognition in videos, such as

kernel-SVM [32], Nearest Neighbors (NN) [8] and Adaboost [31], to name a few. These

methods are usually designed for binary classification problems, and use a one-versus

all strategy to deal with multi-class cases. These methods have shown good perfor-

mance for recognizing simple actions when videos are clutter- and noise free. However,

this performance drastically decreases in the presence of noise, clutter and intra-class

variation. Moreover, these methods do not efficiently handle high-dimensional data

where useful information for action discrimination lies in a few dimensions which are

overwhelmed by noise and irrelevant information occupying the remaining dimensions.

Table 1.2.1 shows typical sizes of the most used descriptors for representing actions in

the literature.

To mitigate the problem of high-dimensional data, dimensionality reduction techniques

can be used in order to find a lower representation of actions and make classification

faster and more efficient. For example, methods such as principal component analysis

(PCA) [44], locality preserving projections (LPP) [45], Isomap [46] and locally linear

embedding (LLE) [47] can be used to reduce the dimensionality of data. However,
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these methods are class-agnostic since they do not take into account the class labels.

Consequently, they can eliminate useful information for action discrimination. Finally,

dimensionality reduction methods applied as additional steps in the recognition process

can increase the computation time, especially with large volumes of data.

Sparse models for classification have been proposed recently to cope with the problem

of high-dimensional data [48, 49, 50]. Those methods incorporate directly selection of

individual feature or groups of features in the classification process, which allows to

enhance the classification accuracy. These methods include the least absolute shrink-

age and selection operator(LASSO) [51, 52, 53] and the group LASSO [54]. Several

methods have proposed models integrating sparsity in classification models for action

recognition [55, 56]. These have been developed mainly with dictionary learning and

support vector machines (SVMs) [38, 37] which use regularization terms in their ob-

jective functions, inducing sparsity. However, these methods are usually designed for

linearly-separated classes and they are sensitive to the intra-class variability and inter-

class overlapping. In addition, they require a huge amount of learning data for their

training.

1.3 Contributions

Given the aforementioned challenges in action recognition, several research works have been

proposed recently to improve action representation and learning [24, 27, 28, 23]. For the pre-

processing step, more robust algorithms for object tracking and silhouettes extraction have

been proposed [57, 58]. These can locate and track in real-time one or multiple targets in the

presence of noise, illumination/background changes and camera vibration. For action repre-

sentation, recent works have exploited new local and/or global features to describe activities

in a unique and reliable way [24]. However, the problem of action variability still poses

a problem since most descriptors do not provide invariance to intra-class variation. Finally,
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descriptors are usually high-dimensional and contain several noisy features which reduce clas-

sification accuracy. Using dimensionality reduction techniques is usually a necessary process

before classification. However, for these techniques to be successful, they must encode effi-

ciently discriminative information about classes while being able to deal with multi-class data

in a computationally efficient way.

Based on these remarks, two major problems in our view remain among the most challenging

for action recognition. The first problem concerns finding a good representation describing

both local and global aspects of the actions. The second problem concerns building classi-

fication models that can select relevant features for efficient discrimination between multiple

action classes. The training of such models should be made possible without requiring huge

amounts of data, contrarily to methods such as dictionary-based learning [38, 37].

In this thesis, we address these problems by proposing novel approaches for action represen-

tation and classification that have several good properties for enhancing the accuracy of action

recognition. We can briefly summarize our main contributions in the following points:

1. Single action recognition:

• Action representation: We propose an object-based representation of actions based

on shape context (SC) analysis of silhouettes [16]. Our descriptor, called action

shape context (ASC), uses the variation of human shape over time to describe

actions. It is constructed based on the analysis of the object contour with regard

to its center of gravity in the video sequence. Among the properties of the ASC

representation, it is invariant to changes in scale, translation and rotation of objects.

Compared to the original version of the SC [16], the ASC has less dimensional-

ity than SC and incorporates local and global information about the actions. Lo-

cal information is obtained from analyzing local object motion of ASC bins over

time, which is obtained by observing local object silhouette contour displacements.

Global information is obtained by combining the local information in a spatial grid
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configuration which provides the global aspect of the actions performed by an ob-

ject.

• Action classification: To efficiently classify actions into multiple categories, we

propose sparse model (coined FR-MKLR) incorporating feature relevance directly

in the classification model. Our model allows to reduce the effect of non-desirable

features and boost the contribution of discriminative ones based on the training

data. It is also robust to noise and easily generalizable to the multi-class case by

encoding feature relevance (FR) for each class separately. Compared to several

methods proposed in the literature, our model allows to perform an accurate ac-

tion classification, even with few training data. Moreover, the results are more

interpretable since feature weights are directly associated with the original dimen-

sions of data. To the best of our knowledge, kernel logistic regression with feature

relevance has never been used in the literature of action recognition.

2. Inter-person interaction recognition:

• Interaction representation: We propose an approach for inter-person interaction

recognition by analyzing over time gestures performed by each person. Since

gestures are related to local motion of body parts, we build a representation based

on body parts trajectories which are extracted by tracking over time body joints

position using the method proposed in [59]. We then combine shape and motion

descriptors to build a feature group corresponding to each trajectory. Finally, the

set of feature groups are concatenated following a predefined spatial structure to

form the final representation, which is used to classify interactions.

• Interaction classification: By analyzing interactions at a gesture level, it can be

assumed that the optimal sparsity will tend to involve clusters or groups corre-

sponding to preexisting body parts [53]. Based on the proposed interaction repre-

sentation, we propose a generalization of our classification models FR-MKLR to

encode groups of features sparsity by assigning weights to entire groups instead
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of individual features as in FR-MKLR. We coin this new model GFR-MKLR.

While the structure of the groups can be a priori known (a group correspond to

all features associated with a part of the body performing a gesture), the subset of

groups that is relevant for discriminating one interaction for another is a priori be

unknown. The GFR-MKLR model aims at finding these groups directly from the

training data and assigning weights to achieve the highest discrimination between

interaction classes.

3. Validation on standard datasets: We first validate our classifier (FR-MKLR) on sev-

eral synthetic and real world data from the UCI datasets [60]. We compare FR-MKLR to

classifiers such as MKLR, K-SVM , LASSO, Naive Bayes. We then validate our action

recognition method by using three datasets: KTH [34], UIUC [49] and the I3DPost

multi-view database [61] by combining ASC representation with FR-MKLR. These

datasets present several challenges such as different gender and size of persons gen-

erating the actions. UIUC and I3DPost present actions with different view points and

KTH has 4 scenarios: outdoors, outdoors with scale variation, outdoors with different

clothes and indoors. We compared our approach to baseline and recent state-of-art meth-

ods dealing with action recognition. Finally, we evaluate the performance of method for

inter-person interaction recognition using the UT-interaction dataset [26]. Experimental

results show the effectiveness of our method compared to state-of-art ones.

1.4 Organization of the thesis

The thesis is organized as follows: Chapter 2 provides a literature overview of single ac-

tion and inter-person interaction recognition using local and global video features. Chapter 3

presents a brief theory of multinomial kernel logistic regression and we present our proposed

sparse models FR-MKLR and GFR-MKLR. Results obtained on synthetic and real-world

data using FR-MKLR are presented and compared with popular supervised classifiers such
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as MKLR, K-SVM , LASSO, Naive Bayes. Chapter 4 presents our methods for recognizing

single actions and inter-person interactions using FR-MKLR and GFR-MKLR, respectively.

Finally, Chapter 5 concludes the work with a summary and discussion of the presented ap-

proaches and future work perspectives.



Chapter 2

A review on human action recognition

Human action recognition (HAR) is an important area of computer vision research, and is

useful for several applications such as video surveillance, patient monitoring, robotics, and

human-computer interfaces. Most of HAR systems require an automated recognition of high-

level activities, composed of multiple simple (or atomic) actions of persons [24]. Therefore,

action recognition is a cornerstone for general and complex activity recognition in videos.

Methods for an analysis of simple actions of a single person are first presented in this chapter.

Then, we present methods for recognizing inter-person interactions.

Over the recent years, numerous techniques have been proposed for human action recognition

and several surveys have overviewed recent techniques [24, 27, 18, 28, 62]. Most of these

techniques try to exploit spatial and temporal video information to design good representation

for actions to facilitate their recognition. With advances in statistical methods and machine

learning techniques, several works have successfully cast human activity recognition as a clas-

sification problem [24]. In these methods, action recognition systems are generally composed

of two main steps:

• Action representation: consists of extracting compact descriptions of the actions using

12
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spatiotemporal information of videos. Depending on the way descriptors are extracted,

they can be qualified either as local or global. Local descriptions are calculated on

salient points or object/motion discontinuities, whereas global descriptors are calculated

on the whole video data [28].

• Action classification : Given an action representation, a classifier can be trained on

labeled examples of actions and then used on newly-observed videos to predict the cat-

egories of contained actions. Classification methods can be either discriminative or

generative. Discriminative methods, such as support vector machines (SVM), K-nearest

neighbors (KNN) and logistic regression (LR), do not assume distribution models of

action classes. Generative models such hidden Markov models (HMM), Bayesian net-

works (BN) and stochastic context-free grammar (SCFG) assume the actions distribu-

tion is governed by parametric probability models.

One major challenge, however, remains for such methods, which consists of finding good

representation and classification models that can account for the variability inside action cat-

egories. This variability stems from diverse factors such as the diversity in person gender,

size, speed and gait, not to mention the presence of occlusions and viewpoint changes. In

this chapter, we provide a comprehensive literature review on single human action and two

persons interaction recognition by highlighting strengths and limitations of each method.

2.1 Action representation

Consists of extracting posture and motion features that are discriminative for human actions

[23]. These features can be considered as abstraction of raw data which are used to represent

and characterize the performed actions [30]. In other words, the process of feature extraction

produces feature vectors that are a reduced representation of video sequences to describe the

actions. In the past, several methods have been proposed for representing human actions [24,

31, 1, 32]. Depending on the type of features (measurements) used for action representation,
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we can categorize these methods into two main categories: local and global methods.

2.1.1 Local action representation

Local representation methods aim at encoding actions using 2D or 3D features extracted from

local patches or interest points in the video volume [28]. Common local features are derived

from spatiotemporal information, such as the invariant feature transform (SIFT) extended to

3D [63], and trajectories of local body parts.

a) Action representation using interest points (IP)

Scovanner et al. [33] proposed to generate 3D SIFT features and cluster their values to build a

codebook for action classification. In the same vein, methods based on sparse spatiotemporal

interest points (STIP) have been developed in [4, 64]. One of the first action recognition

methods using features based on local interest points has been proposed by Laptev et al. [1].

In their work, they have extended the Harris corner detector [65] to 3D corner detection in

order to extract interest points describing significant local spatiotemporal variations. Such

variations are estimated by calculating local maxima of the normalized Laplacian operator

over spatial and temporal scales. This approach has shown a good success in recognizing

simple actions such as people walking, sitting in non-cluttered scenes (see Fig. 2.1.1(a) for

illustration).

Dollar et al. [2] observed that the STIP features porposed in [1] are too sparse. To over-

come this issue, they propose to use Gabor filters using a Gaussian smoothing kernel sepa-

rately along spatial and temporal dimensions to extract interest points which are associated

to cuboids. A dictionary of cuboid prototypes is constructed for each dataset by clustering

cuboid appearances with the K-means algorithm. Using this descriptor, the method was en-

abled to recognize facial expressions, mice activities and human actions (see Fig.2.1.1(b) for

illustration). Niebles et al. [66] used a similar approach to detect interest points and generate
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bag-of-word features after their clustering.

(a) (b)

Figure 2.1.1 – (a) [1] Detected interest points using 3D Harris; left image: 3D plot with a
thresholded level surface of a leg pattern (upside down) and the detected points (ellipsoids);
right image: interest points overlayed on single frames in the original video sequence, (b)
Cuboid Features using Gabor detector [2].

Oikonomopoulos et al. [67] proposed to detect salient regions by measuring color variation

of pixels neighborhood in both space and time domains. They proceed with the automatic

selection of the scale by analyzing entropy as a function of position and scale. On the other

words, a region center is deemed salient point at a scale at which the entropy achieve local

maxima. Wong et al. [3] and Bregonzio et al. [4] suggested to detect interest points by using

global information of a moving object. They use the whole video to extract dynamic texture

and apply non-negative matrix factorization to build a subspace corresponding to moving parts

of a video. Interest points are then detected in the selected subspace and their saliency is

measured by statistical analysis of motion (see Fig. 2.1.2(a) for illustration). In a similar

way, Bregonzio et al. [4] propose to detect interest points in a two-steps process. First,

they calculate the difference between two consecutive frames to detect moving objects, then,

they use 2D Gabor filters at different orientations to detect salient points (Fig. 2.1.2(b) for

illustration). Instead of using local 3D cuboid, Willems et al. [68] propose to use the video

integral [69]. They calculate the 3D Hessian matrix and localize interest points at multiple

scales in the spatiotemporal domain.
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Dalal et al. [35] were the first to propose HOG (histogram of oriented gradients) features

for human detection. Since then, several researchers have used the HOG approach to char-

acterize local appearance and motion patterns to characterise actions. For example, Laptev

et al. [34] have developed a popular descriptor considering the spatiotemporal neighborhood

for the extracted interest point. Each volume formed by the selected neighborhood is divided

into spatiotemporal cuboids. For each cuboid, HOG and HOF (Histogram of optical flow)

descriptors are calculated and their normalized values are concatenated to form a combined

descriptor. Kläser et al. [42] have proposed an extension of the HOG approach by develop-

ing a descriptor based on histogram of 3D gradient orientations. The gradients are computed

using the video integral at a given scale by convolution with a box filter. Regular polyhe-

drons are then used as 3D patches to quantize the orientations. Resulting patches are finally

divided into 3D cells over which the histogram is calculated. The final descriptor is formed by

concatenating the normalized histograms of all combined cells. Zelnik et al. [70] used inten-

sity gradient orientation for action description. They calculate gradients at multiple temporal

scales to represent actions by building a temporal pyramid representing the different temporal

scales. After calculating intensity gradients at all space-time points (STP), only STPs having

a high temporal variance are selected for the final action descriptor.

Despite the effectiveness of methods using interest points to discriminate human actions, they

have some major limitations such as sensitivity to instabilities caused by lighting changes,

noise, camera jitter and background motion. This sensitivity is caused mainly by the fact that

most of the descriptors are based on the gradient information calculated locally. Finally, note

that the HOG performance depend on the size of the human body; too small or large silhouettes

can yield non-representative features. Also, STP-based methods are computationally intensive

with large video sizes.
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(a)

(b)

Figure 2.1.2 – (a) An overview of spatiotemporal interest points using global information on
single frames in the original video sequence [3], (b) Examples of clouds of interest points as
proposed in [4].

b) Action representation using trajectories

Some approaches use directly object trajectories to represent actions [24]. Actions are inter-

preted as a set of space-time 2D/3D points corresponding to the joint position (same position)

of the moving person. Campbel et al. [71] proposed to represent human actions as 3D curves

modelling body parts trajectories. These curves are projected into multiple 2D subspaces to

recognize to build descriptors for action recognition. Sun et al. [72] proposed tracking the
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trajectories of salient SIFT points and model hierarchically the spatiotemporal information of

the latter. In this setting, three levels of context were used to model motion patterns for action

representation: point-level context, intra-trajectory context and inter-trajectory context. In a

similar way, Messing et al. [73] proposed to track 3D Harris interest points with Kalman fil-

tering. Extracted trajectories are then represented as sequences of log-polar quantized velocity

history.

Wang et al.[5] used dense trajectories for action recognition, which are generated by tracking

salient points using dense optical flow field. Then, four descriptors are extracted from these

trajectories for action recognition, namely: shape, HOG, HOF and motion boundary history

(MBH). Haiam et al. [74] and Jiang et al. [43] used a similar approach to extract trajectories

up to a difference in the way the final trajectories are used for action recognition. While

previous work use the volume around trajectories to describe the action, [74, 43] combine

local and global reference points to characterize actions. Figure 2.1.3 shows an example of

dense trajectories. We can note, however, that discontinuity of some trajectories caused by

occlusion or background clutter can cause false recognition results [28].

Figure 2.1.3 – Example of generated dense trajectory for ’kiss’ action. Red dots indicate the
points position in the current frame [5].
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2.1.2 Global action representation

Global representation approaches, also called holistic representation, use the entire videos or

encode a region of interest (ROI) containing the action of a person as a whole. ROIs can be

obtained by background subtraction or tracking [24]. Common global approaches are derived

from silhouette (shape), edges or optical flow. For instance, Yamato et al. [6] used object

silhouettes (binary foreground image) to extract mesh feature vectors by counting the number

of black and white pixels within the selected region (see Figure 2.1.4(a) for illustration). These

features are then classified using hidden Markov Models to recognize simple actions such as

tennis smashing and strike.

One of the most popular methods using object silhouettes has been proposed by Bobick et

al.[7]. In their work, actions are represented using temporal templates composed of two im-

ages: a motion-energy image (MEI) and a motion history image (MHI). MEI indicates gener-

ally the location of the action in the sequence and MHI indicates the history of motion, where

recent motion is represented by higher scalar values (brighter) than older one. Action recog-

nition is then performed using (MEI, MHI) matching. Davis [75] has proposed a hierarchical

extension to the original MHI to compute local motion patterns. He transformed the MHI into

an image pyramid capturing motion speed at different levels using a fixed-size gradient mask.

Shao et al. [76] extended this approach by building a shape feature generated by combining

MEI and MHI with pyramid correlogram of oriented gradients (PCOG) to recognize indoor

actions.

Optical flow (OF) is another important feature that has been used to recognize actions by

analyzing dominant motion in videos [77]. A pioneering algorithm for action recognition

using OF was proposed by Efros et al. [8]. They introduced four motion channels by splitting

OF of a spatiotemporal volume generated by the motion of a human body. Each channel

correspond to the horizontal, vertical, negative and positive component of OF. Figure (2.1.5)
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(a) (b)

Figure 2.1.4 – Examples of global representation: (a) normalized silhouette and bloc based
representation [6], (b) MEI and MHI representation for a sample action [7].

shows examples of OF channels used to generate motion descriptors. This approach has been

also used in other works for action representation [78, 79]. Danafar et al. [78] applied OF

for action recognition in video surveillance. They partitioned the ROI (human silhouette) into

three parts: head, body and legs, to capture local motion patterns. Then, the three parts flow

histogram are combined in a final representation of action recognition. Ikizler et al. [79]

used OF and edges in separate histograms to build motion features for action recognition. OF

histograms are formed by binning and matching dense blocks over successive frames, whereas

shape information is represented by the histogram of edge orientation.

Figure 2.1.5 – Representation of optical flow channels and their blurred components [8].

Global representation of human action can be also built using object contours. This can be
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achieved, for example, by analyzing the spatial distribution of boundary points surrounding

objects. To describe object silhouettes, Kholgade et al. [80] used chain code analysis to build

a descriptor for action recognition. Another popular approach describing object contours is

the shape context (SC) method [16]. This method uses 2D shape context of points described

by the log-polar distance histograms of bin points. For each reference point, a histogram is

generated by counting the number of points that fall within a certain distance and orientation

from a reference point [36]. Grundmann et al. [81] have generalized the 2D shape context

to a 3D version to recognize spatial and temporal details of human silhouettes. An action is

represented by a 3D point cloud extracted by applying non-uniform sampling of 2D silhouettes

and use leave-one-out classifier to recognize actions. Kholgade et al. [82] have proposed a 4D

spatiotemporal shape-context descriptor which captures the magnitude and direction of points

along the human contour over consecutive frames of a video. The main limitation of SC-based

methods is that the SC descriptor is high-dimensional and is computationally intensive since

the distance between each pair of boundary points should be calculated.

Action representation can also be achieved by analyzing motion history (MHI) of silhouettes.

For instance, MHI has been extended to motion history volumes (MHVs) by Weinland et al.

[9]. They use visual hulls computed from multi-view sequences instead of the 2D silhouettes

(see Figure 2.1.6(a) for illustration). Blank et al. [10] have used local space-time measures

of shapes generated from silhouettes and apply a simple nearest neighbor classification with

the Euclidean distance to recognize actions (see Figure 2.1.6(b) for illustration). Yilmaz et al.

[83] have proposed an action representation by exploiting contours of extracted silhouettes,

which are used to generate spatiotemporal action volumes (STV). They extract the differential

geometric proprieties from the STV surface, such as maxima/minima in the space-time domain

to describe action attributes. Finally, recent development of human pose estimation algorithms

[59, 84], mainly using Microsoft Kinect, provide RGB and depth maps enabling skeleton

joints extraction for action recognition [85, 86, 87]. In [84], human pose is estimated by joint

location and quantization of features extracted from human body parts, which are organized
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part-sets histograms for action representation. In the same vein, [88] propose to represent

actions by extracting features in coarse-, mid-, and fine-level scales, and use SVM for action

classification.

Generally, using action representation based on shape and edge features require robust back-

ground subtraction techniques to dissociate human silhouettes from the background. There-

fore, they can be applied only for videos acquired by static cameras. However, imperfections

caused by background subtraction, due to background motion, noise, etc., can decrease the

accuracy of action representation. On the other hand, human pose estimation can be sensitive

to video quality where ambiguous body joints can be detected in the presence of occlusion

or background clutter. Finally, motion information can be used to represent actions in videos

acquired by moving cameras. More generally, object detection and tracking techniques can be

applied in these videos to extract object attributes like pose, orientation and trajectories, which

can be used for action description [49].

Figure 2.1.6 – Examples of global representation: (a) motion history volume (MHV)[9], (b)
space time shapes [10].
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2.1.3 Deep learning for action representation and recognition

Over the last years, deep learning-based approaches have become very popular for human

action recognition in videos. Deep learning aims at learning representations (features) auto-

matically from multiple layers hierarchically and build a high-level representation of the raw

inputs [89]. Deep convolutional neural networks (CNNs) are the most successful methods for

learning high levels of abstraction representations in image/video data [90, 91]. CNNs have

achieved very good performance in recognition problems such as objects, faces and scenes

in still images [92, 93]. Recently, using deep representation for action recognition has been

investigated by several researchers where some success has been achieved. A review on pro-

posed methods in action classification using CNNs can be found in [94, 89].

Several methods have been proposed to extend the 2D CNN architecture to a 3D CNN one

for human activity recognition. Ji et al. [11] propose an extension of a 2D CNN to a 3D to

capture discriminative spatio-temporal features. Their CNN model generate multiple channels

information from adjacent video frames using hardwired kernels then performs 3D convolu-

tion in each channel. The final feature representation is obtained by combining information

from all channels and one versus all linear SVM is applied to classify actions. Baccouche et

al. [12] extracted spatio-temporal features by extending a 2D-ConvNets into a 3D architec-

ture. Similar to [11] they also use 3D convolutions but directly in raw input videos (see Figure

2.1.7), extracted features are then trained using recurrent neural networks (RNN) to recognize

actions. Tran et al. [95] propose a 3D CNN which capture the spatio-temporal features at

large scale video by using a homogeneous architecture with a fixed size convolution kernels

at all layers and learned final representation using multi-class linear SVM. Liu et al. [96]

combined high-level features learned from depth sequences and taking into account skeleton

joints position and angle for recognizing actions using SVM.

Varol et al. [97] learned video representation using long-term-temporal convolutional net-

works (LTC-CNN) for different temporal and spatial resolution with different input data (RGB
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and optical flow). Wang et al. [98] proposed a trajectory-pooled deep-convolutional descrip-

tor (TDD) by combining the benefit of handcrafted features (improved trajectories) and deep

learned features using 2 stream ConvNets: spatial nets trained in a single frame to capture

appearance and temporal nets in a volume to capture motion. Ravanbakhsh et al. [99] use

the pyramid architecture to extract CNN features which capture a discriminative sub-actions

from a video snippet. Key frames are first identified by tracking spatial changes in CNN fea-

ture space and then pyramid CNN flow is constructed from a snippet in hierarchical way to

represent action, the final action representations are classified using kernel SVM. Banerjee

and Murino [100] combined coarse and fine representations extracted respectively form the

whole video and a set of snippets using CNN and apply max-pooling to the difference vectors

of consecutive frames, action recognition is done using one against all SVM. Kai et al.[101]

suggests to add attributes to boost input data and guide representation learning procedure of

ConvNets. They use two-stream ConvNets: one in the row video frame to capture spatial

appearance and the second stream similar to the spatial one but take frame difference as input.

Charalampous et al.[102] use another deep learning paradigm named Hierarchical Temporal

Memory (HTM), its architecture comprises identical nodes in a tree-shaped hierarchy. Their

model considers the entire sample sequence and extracts the descriptors in a frame by-frame

manner, action recognition is achieved using KNN and SVM. Despite the results achieved

using deep learning for action recognition, performance of the models depends on the amount

of the data and how to use temporal information and how to reduce the number of calculated

weights. The most challenging problem in deep learning-based approaches is that they require

a huge amount of labelled data for their training. In addition, they do handle efficiently the

temporal dimension of data since videos can have varying temporal length.
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(a)

(b)

Figure 2.1.7 – Illustration of 3D CNN architecture: (a) 3D CNN for human action recognition
with hardwired layers [11], (b) 3D convNets for spatiotemporal feature construction [12].

2.2 Action classification models

When an action representation is available for an observed frame or sequence, human action

recognition can be cast as a classification problem [27]. Methods used for classification and
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recognition for human actions can be divided into two categories: discriminative methods

which learn boundaries separating two or more classes, and generative methods that learn the

statistical distribution for action which generate the observable data [103].

1. Discriminative models: The commonly used algorithm in action recognition is the

Support Vector Machines (SVM) classifier [104]. The SVM method constructs an hy-

perplane maximizing the margin (largest separation) between two classes. The nearest

data points to the hyperplane are called support vectors [104]. Schuldt et al. [32] pro-

posed to use local spatiotemporal features in videos with SVM classifier to recognize

human actions. Laptev et al. [34] porposed to classify actions in movies using non-

linear SVM with multi-channel Gaussian kernel. Moreover, Ikizler et al. [79] proposed

to use kernel SVM separately on shape and motion descriptors and combine obtained

results to recognize actions. The main drawback of SVM is its inability to cope natu-

rally with multi-class problems, where usually a one-versus-all strategy is used. This

requires, however, a high computation time required for training when increasing the

size of data and the number of classes.

Another simpler classifier used in action recognition is the K-nearest neighbor (KNN)

which uses the distance between a given data vector and it nearest neighbors to assign

to it the most represented class label [105]. Efros et al. [8] and Blank et al. [106]

have demonstrated the effectiveness of their descriptors using the Euclidean distance as

similarity measure in the KNN. Kumari et al. [22] proposed to represent actions with the

information about silhouettes in the spatial domain using the discrete Fourier transform

(DFT). They use the resulting feature vectors as input for KNN-based classification.

The main limitation of the KNN classier is its drop in inefficiency as the size of data and

dimensionality increases. Moreover, it is sensitive to the choice of the parameter K.

Classifiers based on artificial learning such as artificial neural networks (ANN) are also

used to recognize human actions. ANN use the concept of biological neural networks to

learn nonlinear input-output relationship using three types of layers: input, output and
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hidden layers [107]. Faroughi et al. [108] proposed to use a multilayer neural network

(MLNN) jointly with motion and eigen-space technique to detect falling persons. Fiaz

and Ijaz [109] proposed a method to detect and track suspicious activity in a surveil-

lance environment using ANN. Moreover, Iosifidis et al. [110] proposed to use MLNN

to recognize actions in a multi-view setting. Despite their ability to describe the rela-

tionship between data, ANN require high computation when using huge amount of data.

Furthermore, they are not always guaranteed to converge when learning the parameters.

Boosting algorithms [111] such as AdaBoost (adaptive boosting) [31] classifiers are

also used for human action recognition. Boosting algorithms create strong classifier

by learning iteratively weak classifiers. The final classifier is the combination of these

weak classifiers with their weights which correspond to their corresponding accuracy

[111]. Fathi and Mori [31] proposed to use the AdaBoost classifier in two steps for

action recognition. They first step uses Adaboost to combine low-level features to create

informative mid-level features, and then uses, for the second time, adaBoost to train the

final classifier from the mid-level features to choose the best subset of them for action

classification.

2. Generative models: Given a sequential and temporal nature of actions, models such as

hidden Markov models (HMM) [112] and dynamic Bayesian networks (DBN) [113] are

used to model human action. HMMs were proposed for the first time by Yamato et al.

[6] to recognize tennis actions. They trained HMMs using feature vectors extracted from

silhouette (considered as sequence of observations). Trained HMMs are used for action

recognition, where the model having the best match with a new input action video is

chosen as the recognition category. HMMs are also used to recognize hand gestures by

Bobick and Wilson [21] and the American sign language (ASL) by Starner and Pentland

[114].

Several variants of HMM were proposed to deal with action recognition. Thuc et al.

[115] proposed to use cyclic HMM to model the quasi-periodic cycles of body move-

ment. DBN is a generalization of HMMs which can provide detailed description of the
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characteristics of human motion. DBNs are mostly used to recognize human interac-

tions such as proposed by Park et al. [116]. They constructed a tree-structured DBN to

take advantage of the dependent nature of body parts motion. The tree is composed of

two levels: a low-level one to estimate poses of simultaneously tracked body parts and

a high-level one to estimate the overall body pose.

Recently, Singh et al. [117] proposed to use dynamic Bayesian action network (DBAN)

to recognize single human action combined with 2D part models. An action is first

decomposed into simple primitive actions (gestures) by projecting the 3D pose into 2D

to determine the visible body parts. Each primitive is associated to a duration in term

of number of frames. A 2D part-based model is used to align the 2D object pose. The

states of DBAN are composed of three principal layers: action, primitives (gestures) and

2D part model and one intermediate layer which is the primitive duration. Despite the

ability of HMMs and its variants and DBN to model human action, they still have the

main drawback of requiring long training sequences for their training. In addition, they

are rigid to account for variability within each action category.

2.3 Two-person interaction recognition

Daily human activities do not consist only in performing single actions, people are constantly

interacting with each other or with objects. Recently, several works have been proposed for

group activity recognition, where individual actions and interactions between multiple per-

sons and their environment are studied [118, 119]. Compared to the sheer number of methods

proposed for single human action recognition, group activity recognition is less investigated

given the complexity of modelling human interactions. Among group activity recognition

problems, two-person interaction has been one of the main problem studied [26]. Several

works have been proposed in the last few years for extending methods of single action recog-

nition to inter-person activity recognition .
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Ryoo et al [26] designed a method to measure structural similarity between sets of spatiotem-

poral features extracted from two videos. The authors then derived a kernel for interaction

classification based on support vector machines (SVM). In the same vein, Slimani et al. [120]

exploited spatial and temporal correlation between 3D-SIFT features extracted from videos

to classify activities based on the KNN. Sefidgar et al. [121] proposed to select a subset of

frames capturing discriminative information from the video sequences, then encode relative

spatiotemporal information of each subset using HOG. The classification of interactions is

performed using linear SVM. To recognize simple two-person interactions, Sener et al. [122]

proposed to extract multiple visual features (e.g. HOG and HOF) from each person regions

(face and body) and combine them using multiple instance learning (MIL) to construct de-

scriptors and SVM for classification. Cho et al. [13] proposed to describe interaction in term

of individual, local and global motion. Descriptors are constructed by calculating the rela-

tionship between detected interest points and three reference points (individual centroid, local

centroid and global centroid), then applying SVM for interaction recognition (see Figure 2.3.1

for illustration).

Trajectories are also used to model human interactions. One of the earliest works using tra-

jectories has been proposed to recognize violent interactions (aggressions) [123]. In [124],

group trajectories of densely sampled key points are used to describe interactions as activity

components related to body parts motion. The interactions between the different components

are modeled through a spatiotemporal context kernel plugged in an SVM classifier. Similarly,

Zhang et al. [125] grouped extracted dense trajectories on local motion patterns using a filter-

ing algorithm, then multiple instance learning (MIL) is used to classify interactions. Finally,

trajectories are used in multiple cameras setting to recognize human interaction by coupling

body motion and proximity of each individual, then fusing information extracted of all views

[126].

Human pose is another feature used for extracting descriptors for interaction recognition. Park

et al. [127] proposed a hierarchical Bayesian network (HBN) for interaction recognition,
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Figure 2.3.1 – Example of three movement CONtexts (MOCONs) extracted from three differ-
ent interactions: hand-shake (left), hug (middle), and push (right). hleftI and hrightI capture the
local movements of individuals, hL capture locai interaction of people and hG capture global
interaction [13].

where low- and high- level nodes are used to represent body parts and overall body pose, re-

spectively. Zhan and Chang [128] estimate pose by integrating a pictorial structures model

(PSM) with a motion mask, then use hierarchical HMM to recognize human interactions.

Meng et al. [129] used skeleton joints position for model human pose estimation, which are

combined with appearance features for interaction description and classification using SVM.

Gemeren et al. [14] (see Figure 2.3.2) used PSM to localize motion around joints of inter-

est during interactions, then localized area is encoded using HOG and HOF for interaction

representation and recognition using SVM.

Deep learning has been used recently for recognizing two-persons interaction in video se-

quences. For instance, Liang et al. [15] propose to represent interaction using high-level

descriptors in a two-layer structure: spatiotemporal local trajectories and context features (see

Figure 2.3.3 for illustration). The two representations are combined in SVM-based classicisa-

tion. Berlin et al. [130] considered videos with static background to extract regions of interest
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(ROI) to detect key points using Harris corner detector. Extracted features are then fed as

input to a deep learning network (DLN) to achieve dimensionality reduction and contrectation

classification. Zhao et al. [131] proposed to use optical flow in each frame of the video as an

input to residual network and resulted temporal features are classified into interactions using

long short-term memory (LSTM) network.

Figure 2.3.2 – Detection scores for two single person models (first and second image), the
cumulative score (third image) and the final detection result (fourth image) [14].

Figure 2.3.3 – Two-layer structure for local trajectories and context features extraction of
interactive activities [15].
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2.4 Summary and comparison

We have provided an overview of state-of-art methods dealing action recognition involving

single person or interactions between two persons. In a nutshell, action recognition systems

are composed of two main parts: 1) action representation and 2) action classification. For

action representation, several methods have been proposed to extract compact descriptors from

raw video data, where mainly two types of representation exists: local representations (e.g.,

IP, HOG, trajectories) [33, 64, 73] and global representations (e.g., silhouette, optical flow,

contour) [10, 9, 82]. Approaches based on local representations have the advantage of being

invariant to view-point and appearance changes. However, they lack holistic description of

body actions and are usually computationally intensive with large video sizes. Approaches

based on global representations enable to describe the whole body action and provide detailed

information about deformable objects. They are also less sensitive to noise. However, they

require good algorithms to isolate object silhouettes, which can be reliably performed only on

videos without background motion, captured by static cameras. Most of the above approaches

are sensitive to intra-class variation since descriptors extracted, in dense fashion from the

video,can vary drastically between different subjects performing the same action.

Statistical models for action recognition are usually based on supervised learning techniques,

where labeled data are used to train classification models which are later used to predict action

categories of newly-observed videos. Classification methods can be either discriminative (e.g.,

SVM, KNN, LR) or generative (e.g., HMM, DBN, SCFG). One must note, however, that most

of used classifiers are more adapted to binary classification. Their performance decreases with

increasing the number of classes and the dimensionality of data. On the other hand, feature

vectors used for action representation are systematically extracted from raw video data and

may contain noise and redundant information which can prevent classifiers from discriminat-

ing action categories. To mitigate this problem, an intermediate step is usually added to reduce

the dimensionality of feature vectors by techniques such as PCA [44], LLE [47] and Isomap
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[46]. However, in addition to increase the computation time, these techniques do not take into

account discriminative information about classes, and can even destroy it through the reduc-

tion process [132]. This in turn can prevent any classifier from achieving optimal performance

for action recognition [133]. Table 2.4.1 summarises the main existing approaches for single

person action and two-persons interaction recognition (AR and IR) in the recent literature. We

highlight also the type of information used to represent actions (local or global), as well as the

classifiers used to discriminate between actions and whether a dimensionality reduction step

is added.

To boost the performance of classifiers, some approaches have been proposed to directly in-

tegrate feature relevance in the classification models for action recognition. For example,

Bregonzio et al. [134] have used the AdaBoost cascade classifiers for action recognition.

Moreno et al. [135] have used the binary L2 boost to select good linear models for reducing

classification error. Zheng et al. [136] have used an entropy-based sub-modular function to

select the best attributes for separating classes, which are then used in an SVM classifier to

recognize actions. These methods are generally computationally efficient, but are not easy

to generalize to multi-class problems since the build-in architecture are more adapted to bi-

nary classification [137]. Usually, these methods use the one-vs-all strategy to extent their

approach to multi-class problem. This heuristic involves training a single classifier per class,

with the samples of that class as positive samples and all other samples as negatives. It re-

quires the base classifiers to produce a real-valued confidence score for its decision, rather

than just a class label. This approach can suffer from multiple problems such as unbalanced

class distributions since a classier will face a set of negatives that is much larger than the set

of positives.
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Chapter 3

Embedded feature relevance for

multinomial kernel logistic regression

3.1 Introduction

Based on the presented review of the literature, we can conclude that achieving good success

in action recognition requires adequate integration of action representation and classification

steps. In most of past work, actions are usually represented using high-dimensional feature

vectors extracted from raw video content, and action discrimination is performed using clas-

sification techniques such as SVM, KNN, etc. Given the sensitivity of these techniques to

noise and outlying data, dimensionality reduction is often performed at an intermediate step.

However, having this step operated independently from the classification process constitutes a

drawback since it can destroy useful information for action discrimination [132]. In addition,

dimensionality reduction methods incur additional computation time, especially with large

volumes of data.

To overcome the shortcomings of dimensionality reduction algorithms, which operate inde-

36
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pendently from classifiers, another type of methods, coined embedded methods, has emerged

in the literature with the aim to integrate feature selection directly in the classification learn-

ing process. These methods integrate directly feature selection (FS) in the classifiers which

achieves model fitting and feature selection altogether to produce the so-called "sparse mod-

els" for classification [138, 139, 140]. Sparsity aims at assigning weights reflecting the con-

tribution of all features in the classifiers in such a way that relevant features receive higher

weights while non-relevant ones are inhibited. These models are also more computationally

efficient than using separate steps for feature selection [141]. Sparse models can be roughly

categorized into three main groups [142]:

1. Forward-backward methods: iteratively add/remove variables according to specific cri-

teria such as the rate of change of an objective function [132, 143, 140, 144] or the

sensitivity to the leave-one-out error [145].

2. Scaling factor methods: use hyper-parameters that are adjusted by model selection [146,

147] or by minimizing a generalization error bound [148].

3. Direct optimization methods: incorporate sparsity promoting terms based on the `0 and

`1 norms that cause irrelevant feature weights to vanish [137]. Among methods in this

category we can find the `1-regularized SVM [144, 148] and sparse multinomial logistic

regression (SMLR) [149] proposed for linear and kernel-based classification.

In many domains, the number of features/predictors is getting larger than the number of sam-

ple observations (e.g., text, video) [150]. Optimization methods incorporating appropriate

regularization terms are the most used approaches to produce sparse models and overcome

overfitting. Regularized SVM [144] and penalized regression [52, 53] are the most commonly

proposed methods implementing sparsity. However, SVM is designed for binary classification

and is not easily generalizable to multi-class problems, especially when class boundaries are

non-linear [137]. Furthermore, the optimization of SVM is sometimes hard to achieve when

data are high-dimensional and classes are highly overlapping.
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Logistic regression (LR) is a widely used classification method in data mining problems, es-

pecially in biomedical and epidemiological studies [137, 151]. Like support vector machines

(SVM) [104], LR is known for its good performance for binary classification [137]. How-

ever, contrarily to LR, the extension of SVM to multi-class classification was carried out us-

ing one-versus-all [152], one-versus-one [153] and directed acyclic graph SVM (DAGSVM)

[154] which bring the classification problem back to the binary case. This is partly because

LR brings a natural notion of label probabilities which SVMs miss in its formulation [137].

Recently, the kernel trick used to make SVM applicable for non-linear classification prob-

lems has been successfully used for LR to build kernel logistic regression (KLR) [155]. The

probabilistic formulation of LR and its kernelized version, KLR, makes it easy to extend to a

Bayesian framework [155].

Recently, several methods have been proposed to build sparse models based on LR, where fea-

ture selection is embedded directly in the LR formulation. For example, regularized versions

for logistic regression such as the least absolute shrinkage and selection operator (LASSO)

[52] and its generalized version [51] have been proposed for enhancing LR by selecting the

most relevant features for regression and classification. Group sparsity has been proposed as

an extension to the LASSO method [54, 53]. Contrarily to LASSO which performs feature

selection for individual features, group LASSO performs selection for entire groups of vari-

ables, where each group constitutes a separate explanatory factor. It remains, however, that

most of proposed methods are limited to binary classification and linearly-sparable classes.

To deal with the multi-class problems, as is the case for video action recognition, we propose

two new models for multi-class kernel logistic regression coined FR-MKLR and GFR-MKLR,

respectively. Our models directly embed feature relevance in the kernel function of the MKLR

with an appropriate regularization to reduce the effect of non-desirable features for classifi-

cation. In addition to leading to sparse models for classification, they are easily extendable

to multi-class problems where feature relevance is determined simultaneously for each class.
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Before presenting the details of our models, we give an overview of the basic formulation of

logistic regression and some other classification methods used in our later comparative study,

namely kernel SVM (KSVM), sparse multinomial linear logistic regression (SMLR), LASSO

and naive Bayes. Basic formulation of the multinomial kernel logistic regression (MKLR)

will be presented as well, followed by the proposed models: FR-MKLR and GFR-MKLR.

3.2 Background

3.2.1 Naive Bayes (NB)

The naive Bayes classifier [156] is a simple probabilistic classifier based on the Bayes theorem.

It assumes that predictive features are conditionally independent given the class. The Bayes

rule used to compute the probability of each class label y given the vector of input features is:

p(y|xi) =
p(y)p(xi|y)

p(xi)
. (3.2.1)

Given the assumption that each feature is independent of the others, given a class label y, we

have:

p(y|xi) =
p(y)

∏d
k=1 p(xik|y)

p(xi)
. (3.2.2)

The naive Bayes classifier which assign the class label y is then constructed using the maxi-

mum a posteriori (MAP) decision rule as follows:

y∗ = arg max
y
p(y)

d∏
k=1

p(xik|y), (3.2.3)

with y ∈ {1, ...,m}.
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3.2.2 Kernel support vector machines (KSVM)

The support vector machines (SVM) method is one of the most popular supervised binary

classifiers in machine learning [157, 104, 158]. It was designed to find an optimal separating

hyperplane with maximum margin between two classes (largest margin), and the data points

in the margin delimiting hyperplanes are called support vectors. The SVM can be used to

perform linear or non-linear classification using the kernel trick [159, 157]. The decision

function for a kernel SVM is obtained by solving the dual optimization problem 3.2.4:

max
α

W(α) =
n∑
i=1

αi −
1

2

n∑
i,l=1

αi αl yi yl K(xi,xl), (3.2.4)

where K is a non-linear function. The minimization of the function is subject to αi ≥ 0, and∑n
i=1 αi yi = 0, and the hyperplane decision function can be written as:

f(x) = sign

(
n∑
i=1

yi αi K(x,xi) + β0

)
. (3.2.5)

For multi-class problems, many methods were suggested [160, 161, 162], among those meth-

ods we use one-versus-all KSVM in our experiments.

3.2.3 Logistic regression

Logistic regression (LR) is a discriminative classifier that models the class probabilities as a

function of the linear combination of independent variables/predictors [163]. One advantage

of LR is that it makes no assumption about the distribution of the independent variables as

in the case of the Bayes classifier, for example [164]. In our case, the independent variables

correspond to motion pattern features extracted form video sequences, whereas the dependent

(class) variables are the actions categories. We note that LR has been successfully applied in

the past for text categorization where the number of independent variables is large and usually

exceeds the number of observations [165].
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Let us have a set of n instances of training data xi ∈ Rd, i ∈ {1, ..., n}, with d measured

predictors, and a binary classification problem (positive and negative classes). To designate

the class labels of data, we use a vector of outputs y = (y1, ..., yn)T , where yi = 1 if the ith

instance xi belongs to the positive class and yi = 0, otherwise. The conditional probability

p(yi|xi) is modeled by a sigmoid function as follow p(yi = 1|xi) = 1/[1 + exp(f(xi))] and

p(yi = 0|xi) = exp(f(xi))/[1 + exp(f(xi))], where f(xi) is linear function of the form:

f(xi) = β0 +
d∑

k=1

βkxik = βTxi, (3.2.6)

The coefficients β = (β0, β0, ..., βd) of the logistic regression must be estimated from the

training data {x1, ...,xn}. This can be achieved using the maximum-likelihood estimation

(MLE) method. The intuition of the MLE in logistic regression is that a search procedure

seeks values for the coefficients β that minimize the error in the probabilities predicted by

the model to those of the data (e.g. probability of 1 if the data is in the right class and 0

otherwise). This can be achieved by minimizing the negative log-likelihood (NLL) which is

defined as follows [166]:

L(β) =
n∑
i=1

yi(β0 +
d∑

k=1

βkxik)− ln

[
1 + exp(β0 +

d∑
k=1

βkxik)

]
(3.2.7)

3.2.4 Least absolute shrinkage and selection operator (LASSO)

LASSO [52] is a popular method for linear regression using `1-norm penalization to achieve

sparse solution. The LASSO performs feature selection by shrinking some coefficients βk to

zero and retains the good features, the parameters β̂ are estimated by solving the Equation

3.2.9
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β̂ = arg min
β

n∑
i=1

(
yi − β0 −

d∑
k=1

βjxik

)2

. (3.2.8)

subject to the constraint
∑d

k=1 |βk| ≤ t, with t ≥ 0, this gives the Lagrangian form of the

problem as follow:

β̂ = arg min
β

n∑
i=1

(
yi − β0 −

d∑
k=1

βkxik

)2

+ λ
d∑

k=1

|βk|. (3.2.9)

where λ is the Lagrange multiplier.

3.2.5 Sparse multinomial logistic regression (SMLR)

Krishnapuram et al. [149] proposed a fast algorithm combining upper bound optimization and

component-wise update procedure for learning sparse multinomial logistic regression using `1

penalty. The estimation of parameter w are done by the MAP estimate:

ŵ = arg max
w

n∑
i=1

([
d∑

k=1

y
(k)
i w(k)Txi − log

d∑
k=1

expw(k)Txi

]
+ log p(w)

)
(3.2.10)

With, p(w) ∝ exp(−λ‖w‖1). Note that a kernel version using RBF kernel was also developed

for SMLR. Note that both algorithms (LASSO and SMLR) use `1-norm penalization. How-

ever, the `1-norm present the drawback of selecting no more than min(n, d) features [167].

This may entail the elimination of features important for classification in the case of small

database with high-dimensional feature vectors.
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3.3 Feature relevance for kernel logistic regression

3.3.1 Multinomial kernel logistic regression

Multinomial kernel logistic regression (MKLR) is a supervised learning method that produces

non-linear classification boundaries by transforming an input variable space into another space

using a positive-definite kernel K(., .). In the past, the relationship between SVM and regular-

ized function estimation in the reproducing kernel Hilbert spaces (RKHS) has been established

[159]. By replacing the hinge loss function of SVM with the negative log-likelihood (NLL) of

the binomial distribution, the same relation can be established with MKLR [155].

More specifically, let us have n instances of training data xi ∈ Rd, i ∈ {1, ..., n}, with d

measured features for each instance. We suppose that these data have been generated from m

classes (m ≥ 2). Thus, we associate an encoding vector yi = [y
(1)
i , y

(2)
i , ..., y

(m)
i ]T for each

data point xi, such that y(j)
i = 1 if xi belongs to the class j and y(j)

i = 0, otherwise. Here, [·]T

is the vector/matrix transpose operator. For binary classification (m = 2), we have yi ∈ {0, 1}

and fitting a decision boundary is equivalent to searching a function f minimizing the NLL

[155]:

In the two-class case (m = 2 and yi ∈ {0, 1}), fitting a decision boundary is equivalent to

searching a function f minimizing the following NLL [155]:

L(f) = −
n∑
i=1

yif(xi) + ln [1 + exp(f(xi))] +
λ

2
‖ f ‖2

HK , (3.3.1)

where HK is the RKHS generated by the kernel K(., .) and λ controls the contribution of the

regularization term ‖ f ‖2
HK that smoothes f . Note that the NLL (3.3.1) is obtained by setting

p(yi = 1|xi) = 1/[1 + exp(f(xi))] and p(yi = 0|xi) = exp(f(xi))/[1 + exp(f(xi))]. The
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optimal solution f(x) for (3.3.1) has the form [168]:

f(x) =
n∑
i=1

aiK(x,xi), (3.3.2)

where ai, i ∈ {1, ..., n}, are real-valued coefficients. By defining the two vectors a =

[a1, ..., an]T and y = [y1, ..., yn]T , and using the formulation (3.3.2), function (3.3.1) can

be re-written in a compact form as follows [155]:

L(a) = −yTKa + 1T ln
[
1 + exp(Ka)

]
+
λ

2
aTKa, (3.3.3)

where 1 = [1, 1, ..., 1]T is an n-dimensional vector of ones and K is a kernel matrix of dimen-

sion n × n with entries given by Kr,s = K(xr,xs), r, s ∈ {1, ..., n}. Also, we have adopted

the compact form ln [1 + exp(Ka)] for
[

ln(1 + exp(K(1, .)a)), ..., ln(1 + exp(K(n, .)a))
]T ,

with K(i, .), i ∈ {1, ..., n}, designating the ith row of K.

In a multi-class setting (m > 2), MKLR gives the posterior probability of class j given an

observation xi which is written as p(j)
i = p(y

(j)
i = 1|xi). By defining a separate function fj(x)

for each class j, the posterior probability of class j given xi can be written as follows:

p(y
(j)
i = 1|xi) =

exp(fj(xi))∑m
h=1 exp(fh(xi))

, j = 1, ...,m, (3.3.4)

where fj(xi) ∈ HK which is defined as:
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fj(x) =
n∑
i=1

aijK(x,xi). (3.3.5)

We put the coefficients of each function fj into a separate vector aj = [a1j, ..., anj]
T . Because∑m

j=1 p
(j)
i = 1, we have p(m)

i = 1−
∑m−1

j=1 p
(j)
i . Thus, by setting am = 0 as for linear logistic

regression [149], only the parameters {a1, ..., am−1} are to be learned. For each data point xi,

we associate a vector containing the class posterior probabilities pi = [p
(1)
i , p

(2)
i , ..., p

(m−1)
i ]T

defined as follows:

p
(j)
i = p(y

(j)
i = 1|xi) =

exp(fj(xi))

1 +
∑m−1

h=1 exp(fh(xi))
, j = 1, ...,m− 1 (3.3.6)

p
(m)
i = p(y

(m)
i = 1|xi) =

1

1 +
∑m−1

h=1 exp(fh(xi))
. (3.3.7)

By putting A = [a1, ..., am−1], the penalized multi-class NLL is given by (see Chapter 6

section 6.1):

L(A) =
m−1∑
j=1

−y(j)TKaj + 1T ln

[
1 +

m−1∑
h=1

exp(Kah)

]
+
λ

2

m−1∑
j=1

aTj Kaj, (3.3.8)

where y(j) = [y
(j)
1 , y

(j)
2 , ..., y

(j)
n ]T .

3.3.2 Feature weighting for MKLR

Feature weighting is motivated by the fact that a good combination of features usually leads

to better classification than using each feature individually [132]. To deal with a large number
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of features and improve the predictive performance of MKLR, we propose to directly weight

features in the kernel of the radial basis function (RBF) of the MKLR. In other words, we

use a weighted distance in the RBF where each feature is scaled according to its relevance to

classification. Note that in contrast with [155], where selection of data instances is performed

for better classification, our approach aims at achieving sparsity in terms of features. In what

follows, we base our analysis on the Gaussian kernel defined as:

K(xr,xs) = exp
(
−‖(xr − xs)‖2/(2σ2)

)
, (3.3.9)

with r, s ∈ {1, ..., n} and σ > 0 controls the width of the kernel. In what follows, we derive

the formulation of fr-MKLR for binary classification and then propose a generalization to the

multi-class case:

Feature weighting in case (m = 2)

We use a weighting vector Ψ = [ψ1, ..., ψd]
T of the same dimension as our feature space and

we plug it into the RBF of the MKLR as follows:

K̃(xr,xs) = exp
(
−‖(ΨT (xr − xs)‖2

2

)
. (3.3.10)

Note that in case all entries of Ψ are equal, the RBF is isotropic and the model boils down to

the standard MKLR defined by function (3.3.3). If the entries of Ψ are not equal, Eq. (3.3.10)

gives an anisotropic kernel which enables expressing the contribution of each feature using a

weighted distance. As the weight of a feature decreases to zero, the feature’s contribution to

the distance calculation, and therefore to classification, will be decreased.
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To encourage model sparsity, we add a regularization on the weight vector Ψ to the negative

log-likelihood function (3.3.3) using the `0-"norm" [169]. The `0-"norm" of Ψ defined as ‖Ψ‖0

= card {k|ψk 6= 0, k = 1, ..., d} which gives the number of non-zero entries of the vector Ψ.

Note that, unlike `q norms with q > 0, ‖·‖0 is not a strictly-defined norm. Since the `0-"norm"

is not smooth, and therefore not differentiable, it is usually approximated using the following

function (see Fig. 3.3.1 for illustration):

‖Ψ‖0 ≈
d∑

k=1

[1− exp(−βψk)] , (3.3.11)

where β is an approximation parameter that can be chosen experimentally or be tuned in

order to increase the performance of the classifier as suggested by Bradely et al. [170]. Our

aim by using this penalty term is decreasing weights and contribution of noisy features to

classification. This can be achieved by substituting the kernel K̃ to K in function (3.3.3) and

minimizing the following penalized log-likelihood function:

L(a,Ψ) = −yT K̃a + 1T ln
[
1 + exp(K̃a)

]
+
λ

2
aT K̃a + µ

d∑
k=1

[1− exp(−βψk)] , (3.3.12)

where K̃ is a kernel matrix of dimension n × n with entries K̃(xr,xs) given by Eq. (3.3.10)

and µ is a regularization parameter. The parameter µ allows to control the level of features

reduction. When µ = 0, there is no sparsity in the model and its output is close to MKLR,

whereas high values of this parameter can lead to eliminate important features, and thus reduce

the performance of the classifier. The minimization of the minus log-likelihood function is

performed through an iterative process alternating between two steps until convergence. In

the first step, we estimate the entries of the vector a (for binary classification, only one vector

a is estimated). In the second step, for a given solution a, we minimize function (3.3.12)

according to the weighting vector Ψ. We use the Newton-Raphson (N-R) method to estimate
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Figure 3.3.1 – Iso-contour plots of: (first row) `q-norm with different values of q, (second row)
`0-norm approximation using Eq. (3.3.11) with different values of β.

the entries of a and Ψ. Note that the gradient of (3.3.12) with respect to a and Ψ are given as

follows (see Chapter 6 section 6.2):

∂L/∂a = K̃c (3.3.13)

∂L/∂Ψ = [cTQ1a, ..., c
TQda]T + µβexp(−βΨ), (3.3.14)

where c =
(
− y + p + λa) and p = [p1, ..., pn]T where pi = p(yi = 1|xi). We define the

matrix Qk, k ∈ {1, ..., d}, as the following Hadamard product Qk = K̃ ◦Bk, where Bk is an

n×n dimension matrix with entries defined by Bk(r, s) = −ψk(xr,k−xs,k)2, r, s ∈ {1, ..., n}.

The final gradient vector of (3.3.12) is obtained by concatenating (3.3.13) and (3.3.14) which

gives:

g̃ =

(
K̃c[

cTQ1a, ..., c
TQda

]T
+ µβexp(−βΨ)

)
(3.3.15)
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To calculate the Hessian of function (3.3.12), note that the Hessian of (3.3.12) with respect to

the entries of a is K̃WK̃ + λK̃, with W = diag[p1(1 − p1), p2(1 − p2), ..., pn(1 − pn)]. We

define also two matrices M and Φ with elements given by Φk` = ∂2L
∂ψk∂ψ`

and Mik = ∂2L
∂ai∂ψk

,

∀k, ` ∈ {1, ..., d} and i ∈ {1, ..., n}. The full Hessian matrix with respect to the parameters a

an Ψ is given by (see Chapter 6 section 6.3):

H̃ =

(
K̃WK̃ + λK̃ M

MT Φ

)
, (3.3.16)

Finally, the N-R update is done using the following iterative scheme [171]:

(
at+1

Ψt+1

)
=

(
at

Ψt

)
− H̃−1g̃ (3.3.17)

Feature weighting in case (m > 2)

We generalize (3.3.12) to the multi-class case by associating a feature relevance vector Ψj =

[ψj1, ψj2, ..., ψjd]
T for each class j ∈ {1, ...,m− 1}. Thus, we associate a separate symmetric

kernel K̃j for each class j encoding the class feature relevance. The kernel entries for a class

j are calculated as follows:

K̃j(xr,xs) = exp

(
−‖(ΨT

j (xr − xs)‖2

2

)
. (3.3.18)

The new posterior probabilities of the classes given an observation xi will be similar to those

given in Eq. (3.3.12) by substituting the kernel K̃j to K for each class j. Using the `0-"norm"

penalization, the new NLL is given as follows:
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L(A,Ψ) =

m−1∑
j=1

−y(j)T K̃jaj + 1T ln

[
1 +

m−1∑
h=1

exp(K̃hah)

]

+

m−1∑
j=1

[
λ

2
aT
j K̃jaj + µ

d∑
k=1

[1− exp(−βψjk)]

]
, (3.3.19)

where A = [a1, ..., am−1], Ψ = [Ψ1, ...,Ψm−1]. Similarly to Eqs. (3.3.13) and (3.3.14), we

have ∀j ∈ {1, ...,m− 1},∀k ∈ {1, ..., d}:

∂L/∂aj = K̃jcj (3.3.20)

∂L/∂Ψj = [cTj Qj1aj, ..., c
T
j Qjdaj]

T + µβexp(−βΨj), (3.3.21)

where we define cj =
(
− y(j) + p(j) + λ

2
aj
)

and Qjk = K̃j ◦ Bjk, with Bjk is an n × n

matrix having entries defined by Bjk(r, s) = −ψjk(xr,k − xs,k)2. It follows that the gradient

of L with respect to the vectors aj’s and Ψj’s will be given by:

g̃ =


K̃∗(p̃− ỹ + λã)[

cT1 Q11a1, ..., c
T
1 Q1da1

]T
+ µβexp(−βΨ1),

...[
cTm−1Q(m−1,1)am−1, ..., c

T
m−1Q(m−1,d)am−1

]T
+ µβexp(−βΨm−1),

 , (3.3.22)

where we define ã = [aT1 , a
T
2 , ..., a

T
m−1]T and K̃∗ = diag[K̃1, ..., K̃m−1]. The operator diag[·]

builds a matrix with diagonal blocks made of the elements of the arguments. To calculate

the Hessian of function (3.3.19), note that the Hessian with respect to the elements of A is

K̃∗W∗K̃∗ + λK̃∗ where we define the matrix W∗ as follows:
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W∗ =


W1,1 W1,2 . . . W1,m−1

W2,1 W2,2 . . . W2,m−1
...

... . . . ...
Wm−1,1 Wm−1,2 . . . Wm−1,m−1

 , (3.3.23)

with:

Wj,` =

{
diag[p

(j)
1 (1− p(j)

1 ), ..., p
(j)
n (1− p(j)

n )] if j = `.

diag[−p(j)
1 p

(`)
1 , ...,−p(j)

n p
(`)
n ] if j 6= `.

(3.3.24)

We need also to calculate matrices Mj and Φj , j = 1, ...,m − 1, with elements defined

as follows: Φj(k, `) = ∂2L
∂ψjk∂ψj,`

and Mj(i, k) = ∂2L
∂aji∂ψjk

, for all k, ` ∈ {1, ..., d} and i ∈

{1, ..., n}. The full Hessian matrix with respect to all the parameters is given as follows:

H̃ =

(
K̃∗W∗K̃∗ + λK̃∗ M∗

M∗T Φ∗

)
, (3.3.25)

where we have M∗ = diag[M1, ...,Mm−1]T and Φ∗ = diag[Φ1, ...,Φm−1]T . Finally, the N-R

update is done using:

(
ãt+1

Ψ̃t+1

)
=

(
ãt

Ψ̃t

)
− H̃−1g̃. (3.3.26)

where Ψ̃ = [ΨT
1 ,Ψ

T
2 , ...,Ψ

T
m−1]T . Finally, Algorithm 2 shows the steps for estimating the

parameters of our model. The algorithm ends when the estimation reaches a certain precision

ε or a maximum number of iterations MAXITER.
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Algorithm 1 Parameter estimation for fr-MKLR method.
Inputs: - Data set D = {(x1,y1), ..., (xn,yn)}.
Output: - Parameter vectors (aj,Ψj), j = 1, ...,m− 1.

Ψj ← Ψ
(0)
j ; aj ← a

(0)
j ;

t← 1;
repeat
E ← 0;
for j = 1→ m− 1 do

Compute the gradient ∂L/∂aj using Eq. (3.6.10);
Compute the gradient ∂L/∂Ψj using Eq. (3.6.11);
Compute the Hessian using using Eq. (3.6.15);
Update the entries of a

(t)
j and Ψ

(t)
j using Eq. (3.6.16);

E ← (E + ‖a(t+1)
j − a

(t)
j ‖+ ‖Ψ(t+1)

j −Ψ
(t)
j ‖);

end for
t← t+ 1;

until (E < ε OR t > MAXITER)

3.4 Tests on simulated and UCI data

We have evaluated our method using simulated and real-world datasets. In each of our ex-

periments, we have used Holdout method for assessing methods performance, where for each

dataset we randomly generated 5 groups for learning and 5 groups for testing. The classifi-

cation accuracy (CA) is measured by averaging the values of CA among the 5 groups. Let

Nl and Nt be the size of a learning and testing groups in a dataset containing N data points

(N = Nl +Nt). The CA is calculated as 1− 1
5

∑5
i=1

n
(i)
l

Nl
(for training) and 1− 1

5

∑5
i=1

n
(i)
t

Nt
(for

testing), where n(i)
l and n(i)

t are the numbers of badly classified points in the learning and test-

ing sets generated in the ith validation split, respectively. Obtained results using our method

fr-MKLR are compared with MKLR, KSVM, LASSO, naive Bayes and sparse multinomial

logistic regression (SMLR) [149] classifiers. For the purpose of comparison we develop fr-

MKLR using the `1-norm and the `2-norm. Following the same reasoning as for fr-MKLR,

the penalized multi-class NLL are given by equations 3.4.1 and 3.4.2

L(a,Ψ)`1 = −yT K̃a + 1T ln
[
1 + exp(K̃a)

]
+
λ

2
aT K̃a + µ‖ψk‖1, (3.4.1)
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L(a,Ψ)`2 = −yT K̃a + 1T ln
[
1 + exp(K̃a)

]
+
λ

2
aT K̃a + µ‖ψk‖2, (3.4.2)

3.4.1 Tests on simulated data

To show the ability of fr-MKLR to select the best features for classification, we have conducted

first tests using 7 simulated datasets. In these datasets, some features are purposefully set

to have no discrimination between classes. We have used finite Gaussian mixture models

(GMMs) to generate our datasets. Thus, each class data distribution is a GMM model of the

following general form (see Table 3.4.1):

p(x|y(j) = 1) =

Lj∑
k=1

πj,kp(x|µj,k,Σj,k), j ∈ {1, ...,m}, (3.4.3)

where Lj is the number of components of the GMM generating class j, πj,k, µj,k and Σj,k are

the a priori probability, the mean vector and covariance matrix of the kth component of the

mixture, k ∈ {1, ..., Lj}.

Case of binary classification (m = 2)

We have conducted three tests for binary classification (Test I to III) with GMMs parameters

given in Table 3.4.1. The tests aim to show the generalization capability of the algorithm with

different scenarios of class data:

1. Test I (overlapping classes): data contain two overlapping classes where only one di-

mension is relevant for classification. Each class data have been generated using a bi-
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Table 3.4.1 – Used GMM Parameters for generating the datasets of Tests I to VI, respectively.

Test Class Lj GMMs parameters
I j = 1 1 µ1,1 = [1, 2]T , Σ1,1 = diag([0.08, 0.1]).

Nl = 160
Nt = 2000 j = 2 1 µ2,1 = [1.75 + τδ, 2]T , Σ2,1 = diag([0.2, 0.08]).

j = 1 4 µ1,1 = [1.2, 4]T , µ1,2 = [5.2, 4]T , µ1,3 = [5.2, 1.5]T , µ1,4 = [0.8, 1.5]T ,
Σ1,1 = diag([0.15, 0.23]), Σ1,2 = Σ1,3 = Σ1,4 = diag([0.28, 0.28]),

II π1,1 = π1,2 = π1,3 = π1,4 = 0.25.
Nl = 20 to 200 j = 2 2 µ2,1 = [3, 2]T , µ2,2 = [3, 4.2]T ,
Nt = 2000 Σ2,1 = diag([0.18, 0.33]),Σ2,2 = diag([0.11, 0.15]),

π2,1 = 0.90, π2,2 = 0.10.
III j = 1 2 µ1,1 = [1, 5.5]T , µ1,2 = [3, 5.5]T .

Nl = 80 Σ1,1 =

(
1 0.75

0.75 1

)
, Σ1,2 =

(
1 −0.75

−0.75 1

)
Nt = 1200 π1,1 = π1,2 = 0.5.

j = 2 2 µ2,1 = [1, 8]T , µ2,2 = [3, 8]T .
Σ2,1 = Σ1,1, Σ2,2 = Σ1,2

π2,1 = π2,2 = 0.5.
IV j = 1 1 µ1,1 = [1, 2]T , Σ1,1 = diag([0.5, 0.5]).

Nl = 80 j = 2 1 µ2,1 = [1, 4]T , Σ2,1 = diag([0.5, 0.5]).
Nt = 3000 j = 3 1 µ3,1 = [4, 1]T , Σ3,1 = diag([0.5, 0.5]).

V j = 1 1 µ1,19 = [4, 4]T , Σ1,1 = diag([10, 0.1]).
Nl = 250 j = 2 1 µ2,1 = [1,−2]T , Σ2,1 = Σ1,1.
Nt = 3000 j = 3 2 µ3,1 = [1, 8.5]T , µ3,2 = µ3,1.

Σ3,1 =

(
4 3.75

3.75 4

)
, Σ3,2 =

(
4 −3.75

−3.75 4

)
j = 4 1 µ4,1 = [−10, 1.8.5]T , Σ4,1 = diag([0.1, 0.8]).
j = 5 1 µ5,1 = [15, 8.5]T , Σ5,1 = diag([0.1, 0.8]).

VI j = 1 1 µ1,1 = [6, 1, 1, 1]T , Σ1,1 = diag([0.5, 0.5, 0.5, 0.5]).
Nl = 50 to 500 j = 2 1 µ2,1 = [6, 1.5, 3.5, 1]T , Σ2,1 = Σ1,1.
Nt = 1250 j = 3 1 µ3,1 = [6, 1.5, 1, 3.5]T , Σ3,1 = Σ1,1).

j = 4 2 µ4,1 = [1, 1, 1, 1]T , µ4,2 = [1, 3.25, 1, 1]T .
Σ4,1 = Σ4,2 = Σ1,1, Σ1,2

π4,1 = π4,2 = 0.5.
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variate Gaussian. We vary the amount of class overlapping by shifting the mean of the

first class in one dimension by increments τ ∈ {1, ..., 10} of a step δ = 0.25.

2. Test II (scarce learning data): shows the generalization capability of our algorithm

when learning data are scarce. Each class has been generated using a mixture of bi-

variate Gaussians. We vary the number of learning data per Gaussian Ng from 10 to

100.

3. Test III (multi-modal classes): classes are multimodal and separated by non-linear

boundaries. Each class has been generated using a mixture of bivariate Gaussians.

In Figs. 3.4.1 and 3.4.2, the first, second and third rows show class boundaries obtained

in Test I to Test III using MKRL, fr-MKLR and KSVM methods, respectively. Clearly, fr-

MKLR has succeeded for both tests in selecting the best separating feature which led to better

generalization than the other methods. Fig. 3.4.3 shows CA values obtained for both tests (by

varying class overlapping for Test I and the number of training data in Test II). For the obtained

CA values using the learning data, we can observe that MKLR, and KSVM have yielded

sensibly the same performance. By contrast, fr-MKLR outperforms all the other methods

when using the testing data. For Test III, the results are reported in Table 3.4.2. We can note

that fr-MKLR outperforms the other methods on testing data. Therefore, we can conclude that

our approach has better generalization capability than the other methods.



CHAPTER 3: Embedded feature relevance for multinomial kernel logistic regression 56

0 0.18 0.36 0.54 0.72 0.9 1
0.2

0.4

0.6

0.8

1

0 0.18 0.36 0.54 0.72 0.9 1
0.2

0.4

0.6

0.8

1

0 0.18 0.36 0.54 0.72 0.9 1
0.2

0.4

0.6

0.8

1

MKLR (Test I) fr-MKLR (Test I) KSVM (Test I)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

MKLR (Test II) fr-MKLR (Test II) KSVM (Test II)

−0.2 0 0.2 0.4 0.6 0.8 1
0.2

0.4

0.6

0.8

1

−0.2 0 0.2 0.4 0.6 0.8 1
0.2

0.4

0.6

0.8

1

−0.2 0 0.2 0.4 0.6 0.8 1
0.2

0.4

0.6

0.8

1

MKLR (Test III) fr-MKLR (Test III) KSVM (Test III)

Figure 3.4.1 – Examples illustrating classification boundaries obtained by MKLR, fr-MKLR
and KSVM for Test I data (first row), Test II data (second row) and Test III data (third row),
respectively. For each method, a 2D scatter is shown using learning data.
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Figure 3.4.2 – Examples illustrating classification boundaries obtained by MKLR, fr-MKLR
and KSVM for Test I data (first row), Test II data (second row) and Test III data (third row),
respectively. For each method, a 2D scatter is shown using testing data.
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Table 3.4.2 – Average classification accuracy obtained by the compared methods.

Methods Learning accuracy (%) Testing accuracy(%)
Test III MKLR 97.12 95.10

fr-MKLR (`0) 95.85 95.60
- (`1) 95.25 93.75
- (`2) 95 93.50

KSVM 96.25 93.33
Naive Bayes 92.5 89.19

LASSO 87.5 83.33
Test IV MKLR 99.14 94.89

fr-MKLR (`0) 98.8 97.26
-(`1) 96 93.40
- (`2) 93.33 92.87

KSVM 95.74 91.19
Naive Bayes 94.12 94,3

LASSO 67.56 66.56
Test V MKLR 100 93.23

fr-MKLR (`0) 100 98.91
- (`1) 99.58 98.60
-(`2) 99.55 98.43

KSVM 100 98.87
Naive Bayes 100 100

LASSO 83.25 83.31
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Figure 3.4.3 – Classification accuracy (CA) obtained for Tests I and II. For each test, we show
CA using (left) learning data and (right) testing data.

Case of multi-class classification (m > 2)

We conducted three tests (Tests IV to VI) using multi-class data. Tests IV and V use data with

number of classes m = 3 and m = 5, respectively. The data of each class have been generated

using mixtures of bivariate Gaussians. Test VI uses data with m = 4 and d = 4. Projection

of the data on one and two dimensions are shown in Figs. 3.4.6 and 3.4.7, respectively. The

GMM parameters used for generating the data of these tests are given in Table 3.4.1.

The resulting classification boundaries obtained using MKRL, fr-MKLR and KSVM are shown

in Figs. 3.4.4 and 3.4.5 for Tests IV and V and corresponding CA are given in Table 3.4.2.

Clearly, fr-MKLR has succeeded in selecting the best separating features for each class, which
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led to a better generalization than the other methods. For Test VI, CA using learning and test-

ing data are given in Fig. 3.4.8 by varying Nl from 50 to 500. We can note that using the

learning data, MKLR and KSVM had better performance than the other methods. When using

the testing data, fr-MKLR and Naive Bayes lead to better performance then the other methods.

Moreover, for Nl ≥ 100, fr-MKLR has performed better than Naive Bayes. This shows that

in the presence of high dimension and scarce learning data, fr-MKLR has tendency to provide

better generalization capability.
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Figure 3.4.4 – Examples illustrating classification boundaries obtained by MKLR, fr-MKLR
and KSVM for Test IV data (first row) and Test V data (second row) respectively. For each
method, a 2D scatter is shown using learning data.
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Figure 3.4.5 – Examples illustrating classification boundaries obtained by MKLR, fr-MKLR
and KSVM for Test IV data (first row) and Test V data (second row) respectively. For each
method, a 2D scatter is shown using testing data.



CHAPTER 3: Embedded feature relevance for multinomial kernel logistic regression 62

−0.2 0 0.2 0.4 0.6 0.8
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

First dimension

 

 
class1
class2
class3
class4

−0.2 0 0.2 0.4 0.6 0.8 1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Second dimension

 

 
class1
class2
class3
class4

−0.2 0 0.2 0.4 0.6 0.8 1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

Third dimension

 

 
class1
class2
class3
class4

−0.2 0 0.2 0.4 0.6 0.8 1
0

0.01

0.02

0.03

0.04

0.05

Fourth dimension

 

 
class1
class2
class3
class4

Figure 3.4.6 – 1D projection of data of Test VI on axis x1, x2, x3 and x4, respectively.



CHAPTER 3: Embedded feature relevance for multinomial kernel logistic regression 63

0 0.2 0.4 0.6 0.8 1
−0.2

0

0.2

0.4

0.6

0.8

1

First dimension

S
e

co
n

d
 d

im
e

n
si

o
n

 

 
class1
class2
class3
class4

0 0.2 0.4 0.6 0.8 1
−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

First dimension

T
h

ir
d

 d
im

e
n

si
o

n

 

 
class1
class2
class3
class4

0 0.2 0.4 0.6 0.8 1
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

First dimension

F
ou

rt
h 

di
m

en
si

on

 

 
class1
class2
class3
class4

−0.2 0 0.2 0.4 0.6 0.8
−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Second dimension

T
h

ir
d

 d
im

e
n

si
o

n

 

 
class1
class2
class3
class4

−0.2 0 0.2 0.4 0.6 0.8
−0.2

0

0.2

0.4

0.6

0.8

Third dimension

F
o

u
rt

h
 d

im
e

n
si

o
n

 

 
class1
class2
class3
class4

−0.2 0 0.2 0.4 0.6 0.8
−0.2

0

0.2

0.4

0.6

0.8

Third dimension

F
o

u
rt

h
 d

im
e

n
si

o
n

 

 
class1
class2
class3
class4

Figure 3.4.7 – 2D projection of data of Test VI.
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Figure 3.4.8 – Classification accuracy obtained using datasets of Test VI . For each dataset,
we show CA using (left) learning data and (right) testing data.
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Figure 3.4.9 – Classification accuracy (CA) obtained in Tests I, II and VI using fr-MKLR with
`1 and `2 norms, respectively.
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Figure 3.4.10 – Histograms of the 25 features used in Test VII: red (continuous) and blue
(dashed) lines show feature distributions in classes j = 1 and j = 2, respectively.
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Figure 3.4.11 – Graph showing the number of retained relevant features for Test VII as a
function of number of iterations.

To compare the effectiveness of using the `0 norm instead of `1 and `2 norms for obtaining

sparse models for MKLR, we implemented two versions of the fr-MKLR approach using the

`1 and `2 norms, respectively. Obtained results are shown for Tests I to VI in Fig. 3.4.9 and

Table 3.4.2, respectively. Also, results obtained for the UCI tested datasets (presented in the

next section) are shown in Table 3.4.4. We can clearly note that the `0 norm outperforms the

other norms in all the tests for testing data. These results support the motivation of using

the `0 norm for penalization since it provides sparse models that yield good classification

generalization.

Finally, we conducted an (illustrative) test of binary classification using a simulated dataset of

25 features and N = 200 data, where only 6 features have a clear discrimination between the

two classes (see Fig. 3.4.10). Fig. 3.4.11 presents a graph showing the number of retained

relevant features (i.e., with weight ψk > 0) as a function of the number of iterations. Clearly,

`0 norm has allowed to capture the exact number of relevant features and with a smaller num-

ber of iterations than `1 and `2. This test demonstrates the effectiveness of our method for

obtaining good sparse models for classification.
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Table 3.4.3 – Description of used UCI datasets in our experiments.

Dataset EMG physical action image segmentation wine quality Ecoli
Number of instances (N ) 104 2310 178 336
Number of attributes (d) 8 19 13 8
Number of classes (m) 20 7 3 8

3.4.2 Tests on UCI Repository data

The datasets used for this experiments are taken from the UCI machine learning repository

[60]. Tested datasets include EMG physical action, wine quality, Ecoli and Image segmen-

tation. The description of the four datasets is given in Table 3.4.3. Note that, unlike the

experiments with synthetic data where we assumed Gaussianity of class data, we can not

make such assumption for the chosen UCI datasets. Values of CA calculated on the learning

and testing data are shown in Table 3.4.4 and compared with MKLR, SMLR, KSVM, NB

and LASSO. We also show results for different versions of fr-MKLR using different norms

inducing sparsity and values for the sparsity coefficient µ. For the sparsity coefficient, three

values are tested µ ∈ {0.05, 2.5, 4.5}, among which the value µ = 2.5 has been obtained by

cross-validation. Note that when µ = 0.05, almost the same results as MKLR are obtained

for all datasets. When µ = 4.5, the performance of fr-MKLR decreases as shown in the table.

Clearly, our model fr-MKLR, with µ = 2.5 obtained by cross-validation, has yielded the best

results compared to other methods. These results also demonstrate the ability of our method

to perform well when dealing with non-Gaussian data.
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Table 3.4.4 – Average classification accuracy obtained by the compared methods for UCI
datasets repository (Standard deviation in brackets).

EMG action(M>2) EMG action(M=2) Wine quality Ecoli Image segmentation
MKLR 68.65(2.1) 65.74 (2.2) 94.44 (1.6) 82.94 (2.6) 84.35 (2.2)
fr-MKLR(µ = 0.05) 68.38(2.5) 65.36 (2.2) 94.44(1.6) 83 (2.9) 84.35 (2.3)

- (µ = 2.5) 72.52(0.8) 96.23 (1.6) 96.83 (0.9) 84.71 (2.5) 86.39 (1.6)
- (µ = 4.5) 68.20(2.5) 91.35 (2.1) 93.52 (1.8) 82.9 (3.3) 83.67(2.8)
- (`1) 63.50 (8.8) 95.62 (1.4) 94.44 (2.4) 71.55 (3.4) 85.71 (1.9)
- (`2) 62.77 (7.5) 94.53 (5.8) 92.86 (2) 70.71 (20) 83.67 (3.8)

SMLR 68.45(0.9) 90.03 (0.9) 96.56 (4) 83.52 (8.6) 83.54 (8.4)
KSVM 68.98 (2.5) 95.50 (0.7) 94.44 (1.8) 80.33 (2.5) 72.79 (3.8)
Naive Bayes 85.90 (3.3) 93.67 (1.2) 93.65 (2.4) 66.10 (7.6) 78.91 (3.7)
LASSO 62,64 (1.6) - 62.17 (8.6) 54.81 (5.9) 64.24 (3.5)

3.5 Computational analysis

Since most of the time is taken by model training, we discuss the computational time induced

by the training step. Having Nl data points, distance calculation for each kernel matrix will

require Nl(Nl − 1)/2 steps which can be performed in parallel. The calculation of gradient

and Hessian terms using Eq. (3.6.11) and (3.6.15) has a linear computational complexity

∼ O(mNl). The NLL minimization is performed iteratively using Eq. (3.6.16). Therefore, the

computational complexity induced by a single iteration is approximately∼ O([m(d+Nl)]
2.8)

since it involves matrix inversion.

Knowing that we deal usually with scarce learning data, computational time of the above

steps can be significantly reduced using newly-developed computer hardware. For example,

matrix inversion can be reduced to nearly linear complexity using the method proposed in

[172]. We have used the MATLAB platform on a PC with Intel(R) core(TM) i7-3920XM at

2.9GHz CPU to run our experiments and compared average execution time including both

learning and testing phases. Obtained values are dressed in Table 3.5.1. We can note that,

fr-MKLR and MKLR have almost similar execution times even if fr-MKLR has an additional

calculation step. LASSO and Naive Bayes require lesser computation time because of use

simple probability calculation. KSVM is the slowest algorithm because of the one versus all

process used to deal with the multi-class case. This allows us to conclude that our approach
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Table 3.5.1 – comparison of execution time for learning and testing phases in second (s).

Learning time testing time
fr-MKLR 1.61 0.07
MKLR 1.10 0.07
LASSO 0.51 0.002
Naive Bayes 0.279 ≈ 0
KSVM 37.56 1.90

does not add much burden to classification in term of computation time.

3.6 Group feature relevance for MKLR (GFR-MKLR)

Models with sparsity constraint on solutions plays a central role in many high-dimensional

classification problems [54, 52]. Sparse models usually prevent over-fitting and lead to more

interpretable solutions in high-dimensional classification problems [54, 173]. In some cases,

explanatory variables can be grouped together into separate factors influencing prediction of

classes [173, 174]. This is the case, for example, in real world human activities captured in

videos where a single activity can be decomposed into co-occurring actions performed by

different persons (e.g., hand shaking, hugging, meeting, etc.) [118]. Each action, performed

by a single person, incurs the motion of different body parts related to the gestures performed

by the person [24]. Therefore, having sparse classification models selecting features at the

gesture level is an important issue for recognizing activities involving multiple persons.

Group sparsity has been proposed in the past mainly as an extension to the least absolute

shrinkage and selection operator (LASSO) method [52, 53]. Contrarily to LASSO which

performs feature selection for individual features, group LASSO performs selection for en-

tire groups of variables, where each group constitutes a separate explanatory factor [54]. In

particular, it can be assumed that the optimal sparsity will tend to involve clusters or groups
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of coefficients, corresponding to preexisting groups of features [53]. While the form of the

groups can be a priori known (e.g., in activity recognition, a group can correspond to all fea-

tures associated with a part of the body performing a gesture), the subset of groups that is

relevant to the classification task at hand can be unknown. Recently, group LASSO methods

have enjoyed a tremendous success in high-dimensional classification problems [175, 176, 5].

It remains, however, that most of the proposed methods are limited to binary classification and

they are usually based on linear models.

Building on the success of FR-MKLR, we propose to extend FR-MKLR to take into account

group of features relevance in classification. We assume that the features are divided into non-

overlapping groups, with each group playing the role of a separate factor explaining the cat-

egories of a classification problem. Therefore, each group will be assigned a separate weight

shared among all features of the group. Our group sparsity model, coined GFR-MKLR, uses

the `0 norm to regularize the log-likelihood function where group weights are determined

according to their discrimination for classification. In what follows, we present the formula-

tion of group sparsity in the case of binary and multiclass classification using kernel logistic

regression.

Assume that we have n instances of training data xi ∈ Rd, i ∈ {1, ..., n}, with d measured

features for each instance. The features are partitioned in G groups x
(g)
i ∈ Rdg , g ∈ {1, ..., G}

and dg = d/G and we can rewrite the full vector xi as: xi = (x
(1)
i ,x

(2)
i , ...,x

(G)
i ). Therefore,

instead of calculating relevance at the level of each feature, we calculate relevance for each

group of features g in the multinomial kernel logistic regression. Suppose that the data are

generated fromm classes (m ≥ 2). We associate an encoding vector yi = [y
(1)
i , y

(2)
i , ..., y

(m)
i ]T

for each data point xi.
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Group of feature weighting in case (m = 2)

We use a weighting vector Ψ = [ψ1, ..., ψG]T of theG dimension corresponding to the number

of groups and we plug it into the RBF of the MKLR and we obtain a kernel of each group of

features as follow:

K̃(xr,xs) = exp

(
−1

2

G∑
g=1

ψg‖x(g)
r − x(g)

s ‖2

)
, (3.6.1)

with r, s ∈ {1, ..., n} and xr. Our aim by using this penalty term is decreasing weights and

contribution of noisy groups of features to classification. This can be achieved by substituting

the kernel K̃ to K in likelihood function:

L(a,Ψ) = −yT K̃a + 1T ln
[
1 + exp(K̃a)

]
+
λ

2
aT K̃a + µ

G∑
g=1

[1− exp(−βψg)] , (3.6.2)

where K̃ is a kernel matrix of dimension n × n with entries K̃(xr,xs) given by Eq. (3.6.1)

and µ is a regularization parameter. This minimization can be performed through an iterative

process that alternates between two steps until convergence. In the first step, we estimate the

entries of the vector a (for binary classification, only one vector a is estimated). In the second

step, for a given solution a, we minimize function (3.6.2) according to the weighting vector

Ψ. We use the Newton-Raphson (N-R) method to estimate the entries of a and Ψ. Note that

the gradient of (3.6.2) with respect to a and Ψ are given as follows:

∂L/∂a = K̃c (3.6.3)

∂L/∂Ψ = [cTQ1a, ..., c
TQGa]T + µβexp(−βΨ), (3.6.4)

where c =
(
−y+p+λa) and p = [p1, ..., pn]T where pi = p(yi = 1|xi). We define the matrix

Qg, g ∈ {1, ..., G}, as the following Hadamard product Qg = K̃ ◦Bg, where Bg is an n× n

dimension matrix with entries defined by Bg(r, s) = −ψk‖x(g)
r − x

(g)
s ‖, r, s ∈ {1, ..., n}. The
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final gradient vector of (3.6.2) is obtained by concatenating (3.6.3) and (3.6.4) which gives:

g̃ =

(
K̃c[

cTQ1a, ..., c
TQGa

]T
+ µβexp(−βΨ)

)
(3.6.5)

To calculate the Hessian of function (3.6.2), note that the Hessian of (3.6.2) with respect to

the entries of a is K̃WK̃ + λK̃, with W = diag[p1(1 − p1), p2(1 − p2), ..., pn(1 − pn)]. We

define also two matrices M and Φ with elements given by Φk` = ∂2L
∂ψk∂ψ`

and Mik = ∂2L
∂ai∂ψk

,

∀k, ` ∈ {1, ..., G} and i ∈ {1, ..., n}. The full Hessian matrix with respect to the parameters a

an Ψ is given by :

H̃ =

(
K̃WK̃ + λK̃ M

MT Φ

)
, (3.6.6)

Finally, the N-R update is done using the following iterative scheme

(
at+1

Ψt+1

)
=

(
at

Ψt

)
− H̃−1g̃ (3.6.7)

Group of feature weighting in case (m > 2)

We associate a feature relevance vector Ψ(j) = [ψ
(j)
1 , ψ

(j)
2 , ..., ψ

(j)
D ]T for each class j ∈ {1, ...,m−

1}. Thus, we associate a separate symmetric kernel K̃(j) for each class j encoding the class

feature relevance. The kernel entries for a class j are calculated as follows:

K̃(j)(xr,xs) = exp

(
−1

2

G∑
g=1

ψ(j)
g ‖x(g)

r − x(g)
s ‖2

)
(3.6.8)

The new posterior probabilities of the classes given an observation xi will be similar to those

given in Eq. (3.6.2) by substituting the kernel K̃(j) to K for each class j. Using the `0-"norm"
penalization, the new NLL is given as follows:
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L(A,Ψ) =

m−1∑
j=1

−y(j)T K̃(j)a(j) + 1T ln

[
1 +

m−1∑
h=1

exp(K̃(h)a(h))

]

+

m−1∑
j=1

[
λ

2
a(j)T K̃(j)a(j) + µ

G∑
g=1

[
1− exp(−βψ(j)

g )
]]
, (3.6.9)

where A = [a(1), ..., a(m−1)] and Ψ = [Ψ(1), ...,Ψ(m−1)]. Similarly to Eqs. (3.6.3) and (3.6.4),

we have ∀j ∈ {1, ...,m− 1},∀g ∈ {1, ..., G}:

∂L/∂a(j) = K̃(j)c(j) (3.6.10)

∂L/∂Ψ(j) = [c(j)TQ
(j)
1 a(j), ..., c(j)TQ

(j)
G a(j)]T + µβexp(−βΨ(j)), (3.6.11)

where we define c(j) =
(
−y(j) + p(j) + λ

2
a(j)
)

and Q
(j)
g = K̃(j) ◦B

(j)
g , with B

(j)
g is an n×n

matrix having entries defined by B
(j)
g (r, s) = −ψ(j)

g ‖x(g)
r − x

(g)
s ‖. It follows that the gradient

of L with respect to the vectors a(j)’s and Ψ(j)’s will be given by:

g̃ =


K̃∗(p̃− ỹ + λã)[

c(1)
T
Q

(1)
1 a(1), ..., c(1)

T
Q

(1)
G a(1)

]T
+ µβexp(−βΨ(1)),

...[
c(m−1)TQ

(m−1)
1 a(m−1), ..., c(m−1)TQ

(m−1)
G a(m−1)

]T
+ µβexp(−βΨ(m−1)),

 , (3.6.12)

where we have defined ã = [a(1)T , a(2)T , ..., a(m−1)T ]T and K̃∗ = diag[K̃(1), ..., K̃(m−1)]. The

operator diag[·] builds a matrix with diagonal blocks made of the elements of the arguments.

To calculate the Hessian of function (3.6.9), note that the Hessian with respect to the elements

of A is given by the matrix K̃∗W∗K̃∗ + λK̃∗, where we define K̃∗ = diag[K̃(1), ..., K̃(m−1)].

The operator diag[·] builds a matrix with diagonal blocks made of the elements of the argu-

ments. We define also the matrix W∗ as follows:
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W∗ =


W1,1 W1,2 . . . W1,m−1

W2,1 W2,2 . . . W2,m−1
...

... . . . ...
Wm−1,1 Wm−1,2 . . . Wm−1,m−1

 , (3.6.13)

with:

Wj,` =

{
diag[p

(j)
1 (1− p(j)

1 ), ..., p
(j)
n (1− p(j)

n )] if j = `.

diag[−p(j)
1 p

(`)
1 , ...,−p(j)

n p
(`)
n ] if j 6= `.

(3.6.14)

Similarly to the case of binary clarification, we need also to calculate matrices T(j) and M(j)

for each class j, j ∈ {1, ...,m − 1}, with elements defined as follows: T(j) = ∂2L
∂Ψ(j)∂Ψ(j)T

and M(j) = ∂2L
∂a(j)∂Ψ(j)T

. The full Hessian matrix with respect to all the parameters is given as

follows:

H̃ =

(
K̃∗W∗K̃∗ + λK̃∗ M∗

M∗T T∗

)
, (3.6.15)

where we have M∗ = diag[M(1), ...,M(m−1)]T and T∗ = diag[T(1), ...,T(m−1)]T . Finally, the

N-R update consists of the following iterative formula:(
ã(t+1)

Ψ̃(t+1)

)
=

(
ã(t)

Ψ̃(t)

)
− H̃−1g̃. (3.6.16)

where ã = [a(1)T , a(2)T , ..., a(m−1)T ]T and Ψ̃ = [Ψ(1)T ,Ψ(2)T , ...,Ψ(m−1)T ]T . Algorithm 2

shows the steps for estimating the parameters of our model. The algorithm ends when the

estimation reaches a certain precision ε or a maximum number of iterations MAXITER.
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Algorithm 2 Parameter estimation for GRF-MKLR method.
Inputs: - Data set D = {(x1,y1), ..., (xn,yn)}.
Output: - Parameter vectors (a(j),Ψ(j)), j ∈ {1, ...,m− 1}.

Ψ(j) ← Ψ(j)
(0); a(j) ← a(j)

(0);
t← 1;
repeat
E ← 0;
for j = 1→ m− 1 do

Compute the gradient ∂L/∂a(j) using Eq. (3.6.10);
Compute the gradient ∂L/∂Ψ(j) using Eq. (3.6.11);
Compute the Hessian using using Eq. (3.6.15);
Update the entries of a(j) and Ψ(j) using Eq. (3.6.16);
E ← (E + ‖a(j)

(t−1) − a(j)
(t)‖+ ‖Ψ(j)

(t−1) −Ψ(j)
(t)‖);

end for
t← t+ 1;

until (E < ε OR t > MAXITER)

3.6.1 Tests of GFR-MKLR on simulated data

To demonstrate the efficiency of our algorithm to select the most discriminative groups of

features for classification, we conducted two tests on simulated data composed of m = 2 and

m = 3 classes, respectively. The details of these tests are given as follows:

Binary case (m = 2)

For this test, we generated n = 200 simulated samples for two classes C1 and C2. Each data

point has 25 features grouped into 5 predefined groups, and each group has 5 features. Figure

3.6.1 shows the histograms of features in each group for the two classes. Figure 3.6.1 shows

for each class the mean value of each feature in its originating group. Notice the values of

features in group g = 2 and g = 5 in class C1 and g = 3 in class C2 are set to zero, and

features in groups g = 1 and g = 4 are overlapping between the two classes. Since we

are dealing with a binary case, we have one vector of weights corresponding to the G = 5

feature groups. Figure 3.6.3 shows the obtained weights for the different groups. We can

note that the weight values are proportional to the discrimination of groups between the two
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classes. When the group features are overlapping between classes (e.g., g = 1 and g = 3),

the obtained weights are small, whereas the groups having high discrimination were assigned

higher weights.
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Figure 3.6.1 – Histograms of the features in each group and for each class: red (continuous)
line correspond to C1 and blue (dashed) line correspond to C2 data.
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Figure 3.6.2 – Representation of the mean value of each feature in each group for classes C1

and C2, respectively.
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Figure 3.6.3 – Obtained weights (ψ)for class C1.
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Multi-class case (m = 3)

For this test, we generated n = 300 simulated samples for three classes C1, C2 and C3. Figure

3.6.4) shows for each class the mean value of each feature in its originating group. Notice the

values of features in groups g = 2 and g = 5 in class C1, and g = 3 in class C2, which are set

to zero, whereas feasters in groups g = 1 and g = 4 in each class are overlapping. Groups in

class C3 have non-zero values and almost all groups have some overlapping between the other

classes.

The obtained weight vectors were assigned to classes C1 and C2 and the dimension of the

each vector is G. Figure 3.6.6 shows the weights of the different groups ifor C1 and C2. The

assigned values are proportional to the discrimination between classes. For class C1, g = 3

and g = 5 are the most discriminative compared to the same groups in C2 and C3, hence

the assignment of large weight values to ψ3 and ψ5. Since the groups g = 1 and g = 4 are

overlapping between the three class, they were assigned small values. Note that g = 2 is the

most discriminative group for class C2, which explains the largest value assigned to this group

in class C2. From these results, we can conclude that the weights are assigned according to

their separability between classes.
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Figure 3.6.4 – Histograms of the features in each group and for each class: red (continuous)
line correspond to C1, blue (dashed) line correspond to C2 and green (continuous) line corre-
spond to C3.
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Figure 3.6.5 – Representation of the mean value of each feature in each group for C1, C2 and
C3, respectively.
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Figure 3.6.6 – Obtained weights (ψ) for class C1 and C2, respectively.

3.7 Conclusion

In this chapter, a method for features weighting and group of features weighting embedded in

multinomial kernel logistic regression (FR-MKLR and GFR-MKLR) are presented. A direct

optimization method based on `0 norm is used to produce sparse model and reduce the effect

of irrelevant features or group of features which leads to increase the performance of the

classifier. Results obtained using FR-MKLR in synthetic and UCI datasets encouraged us to

develop group of features weighting GFR-MKLR and we provide an application example to

show the effectiveness of GFR-MKLR to assign the correct weights to the groups. In the the

next chapter, we propose to apply FR-MKLR and GFR-MKLR recognizing single action and

two-person interaction, respectively.



Chapter 4

Single action and interaction recognition

4.1 Introduction

Motivated by the success of FR-MKLR and GFR-MKLR demonstrated in the previous chap-

ter, we propose to use our models to improve the performance of human action recognition

involving single persons or interactions between two persons captured in videos. In fact,

most activity descriptors proposed in the literature (e.g., HOG, SIFT, etc.) are generally high-

dimensional, whereas most relevant information for discrimination may lie in a handful of

dimensions. For example, having information about the body top parts is sufficient for dis-

tinguishing between ’punching’ and ’greeting’ actions, whereas ’running’ and ’walking’ can

be distinguished merely by the motion of low body parts. Therefore, having sparse models

for classification that take into account feature relevance can be very useful for enhancing

the accuracy of action recognition. In this chapter, we treat single action and two persons

interaction recognition. In both cases, we follow three steps: 1) preprocessing, 2) extracting

feature descriptors and 3) recognition of actions and interactions by applying FR-MKLR and

GFR-MKLR, respectively, to the descriptors.

81
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4.2 Single action recognition

Usually, action descriptors (e.g., HOG, SIFT, etc.) are extracted on raw video data and are very

high-dimensional [24]. This can cause them to contain a huge amount of non-informative

information for action recognition. For example, HOG describe very local spatial details

about objects which may be irrelevant for action description [35, 42]. In addition, since these

descriptors are calculated directly from raw video data, they can be very sensitive to occlusions

and background instabilities due to noise, camera jitter and lighting changes [58]. Bravo et al.

[177] have shown in several experiments, for example, that information used for recognition

depends on the object’s background. They concluded that models of recognition that have

been developed for isolated objects may not generalize well to objects in dense clutter.

To enhance the accuracy of action recognition, we adopt the strategy consisting of isolating

first human silhouettes from the background before performing action description. Since the

human vision system is capable of recognizing several types of objects and activities based

only on object silhouettes, several works proposed to perform object and simple action recog-

nition based on silhouettes [178, 179, 180]. This is encouraged also by the advent of more

efficient background subtraction techniques [181, 58]. Elgammal et al. [178] have proposed

to track human poses through manifold learning. There method is capable of describing pe-

riodic actions such as walking. However, the method is very sensitive to action variations.

Wang et al. [179] have successfully used silhouettes to recognize gaits for human identifi-

cation. Finally, Wu et al. [180] have used human history images (MHI) calculated frond

silhouettes to build a representation for simple actions. To reduce the dimension of data, PCA

and K-Means clustering have been used before computing the final descriptors. However, as

stated in Chapter 3, since PCA is agnostic to class labels, useful data for classification can be

destroyed though the dimension reduction process.
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4.2.1 Preprocessing: Background subtraction (BS)

To extract human silhouettes for single action recognition (see Figure 4.2.1 for illustration),

we use BS algorithm proposed in [58]. In this approach, temporal and spatial information

are combined in a probabilistic framework to detect moving objects. Temporal information

is represented using mixture of generalized Gaussians (MoGG) and co-occurrence analysis

between successive frames, whereas spatial information is extracted by multi-scale correlation

analysis between a reference image and each frame of the video sequence. This approach

has shown robustness to various complex environments such as camera jitter, self shadows,

illumination changes, harsh weather conditions and background motion.

(a) (b)

Figure 4.2.1 – An example of BS for stretching action. (a): original frame, (b): BS frame.

4.2.2 Representation based on action shape context

In this section, we propose a new action representation based on shape analysis of silhouettes.

The proposed method extends the shape context (SC) method [16] originally proposed for

object recognition to action recognition in videos. This extension called action shape context

(ASC) uses the variation of human shape over time to extract motion information of body

parts. In addition, the ASC is made simpler by using only one reference point (i.e., center

of gravity) instead of calculating a histogram for each point on the silhouette contour. The

ASC representation is, therefore, invariant to object scale changes, translation and small rota-
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tions. The proposed ASC naturally carries local and global information about periodic actions

performed by single individuals. Local information is extracted by analyzing local ASC bins

over time, whereas global information is obtained by combining the local information in a

grid maintaining the spatial and temporal structure of the action. Finally, using FR-MKLR

to classify actions allows to identify the most relevant dimensions in the ASC discriminating

each action category.

The input to our action representation consists of binary video frames containing the human

silhouettes. Consider a video sequence V consisting of N frames {f1, f2, ..., fN}. In each

frame fi, a human silhouette Si is extracted, and we extract the silhouette boundary by com-

bining several morphological operations such as dilations and erosions. We finally perform a

uniform sampling to extract a set of n contour points P = {p1, ..., pn} representing the silhou-

ette. These steps are necessary to eliminate noise and very small details that are meaningless

for action classification. It allows also to reduce the computation time of the algorithm.

Shape context was proposed by Belongie et al. [16] and resulted in a good performance on

the MNIST handwritten digit set and on a variety of 3D objects recognition. The basic idea

of SC is illustrated in Fig 4.2.2. In its original form, SC use the context of each contour point

pj = (xj, yj) of the object to calculate a shape histogram hj . To each point pj , its histogram

hj captures the distribution of the relative position of remaining n− 1 points which are put in

bins as follows:

hj = #{q 6= pj : (q − pj) ∈ bin}. (4.2.1)

Since an histogram is generalized for each point, the original SC results in a very high-

dimensional descriptor and is computationally prohibitive. This is not suitable for videos since

we have multiple frames and high number of boundary points for each silhouette. To deal with

this problem, we use one reference point corresponding to the gravity center Ci of a silhouette

in frame fi to create the SC. To We first position the polar coordinate system according to

Ci of the silhouette of moving subject [182]. We binned the coordinate system using nr = 4
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radial bins and nθ = 16 angular bins. The choice of these values is made experimentally by

varying nr from 2 to 12 and nθ from 4 to 24. When nr ≤ 4 and nθ ≤ 16, we obtain a coarse

description of the action, and when nr ≥ 4 and nθ ≥ 16 we obtain a more refined description

that can confuse several actions, According to Table.4.2.1, the best classification accuracy is

obtained with the values nr = 4 andnθ = 16. This gives 64 dimensions for the ASC descrip-

tor, denoted by bki, k ∈ {1, ..., 64}, for the ith frame. Finally, to make the shape description

invariant to person size, we use the Mahalanobis instead of the Euclidian distance to measure

the radial distance of points relative to center of gravity. This is defined by Eq.4.2.2:

Dm(x) =
√

(x− µ)TΣ−1(x− µ). (4.2.2)

with µ and Σ are the mean and covariance matrix of the point positions. The use of Maha-

lanobis distance allows ASC to adapt the descriptor to the shape of the silhouettes extracted

from video frames. To differentiate this representation with the original SC version,we call it

action shape context (ASC). The ASC has the following properties:

• Invariance to the affine transformation: this is due to the positioning of the coordinate

system in the gravity center of the moving silhouette. Therefore, any displacement in the

plane has no effect on the ASC. Distance are normalized relative to the mean distance

which makes ASC scale invariant. The use of Mahalanobis distance enables the ASC to

adapt to different forms of silhouettes (human with different size) and express well the

repartition of contour points relative to the gravity center corresponding to the reference

point.

• Dimensionality reduction: Compared to the original SC [16], the ASC reduces consider-

ably the dimension of the descriptor. This has a direct impact on reducing the processing

time and the complexity the classification algorithm. Even with fewer dimensions than

the SC, the ASC allows to capture global and local features of human actions described

by silhouettes. Local body part motion is detected by bin analysis across the frames

of the sequence, while the global aspect of motion is captured by combining the local
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features in a structured way.

Table 4.2.1 – Average classification accuracy obtained by varying nr and nθ.

H
HHHHHnr

nθ 4 8 12 16 20 24

2 57.41 65.93 74.81 80.37 77.04 78.15
4 69.26 75.93 82.59 93.34 88.52 79.63
6 77.78 83.33 89.63 88.89 88.15 83.33
8 80 87.04 87.41 88.52 90.74 88.89
10 81.85 84.81 87.78 87.78 89.63 91.85
12 84.81 81.48 86.67 86.30 91.48 90.37

Figure 4.2.2 – Shape contexts. (a,b) Sampled edge points of two shapes. (c) Diagram of
log-polar histogram bins used in computing the shape contexts. 5 bins for log r and 12 bins
for θ were used. (d-f) Example shape contexts for reference samples marked by ◦, �, / in
(a,b). Each shape context is a log-polar histogram of the coordinates of the rest of the point
set measured using the reference point as the origin. (Dark=large value.) Note the visual
similarity of the shape contexts for ◦ and �, which were computed for relatively similar points
on the two shapes. By contrast, the shape context for / is quite different [16].

To extract motion information, we use a binary code (0/1) for each bin bk in the ASC de-

scriptor, meaning the presence (1) or absence (0) of edge points inside the bin. Local motion

information at the kth bin is quantified by analyzing the presence of points at the bin for a
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number of frames in the video sequence. Let Lbki denote an activation variable which relates

if the bin contains contour points or not. This is defined as follows:

Lbki =

{
1 if |bki| > 0.
0 otherwise. (4.2.3)

where |bki| designates the number of contour points contained inside the bin bki. We finally

calculate the mean mLbk and the variance vLbk of Lbki across the frames as follows:

mLbk =
1

N

N∑
i=1

(Lbki). (4.2.4)

vLbk =
1

N

N∑
i=1

(Lbki −mLbk)
2. (4.2.5)

Note that (mLbk,vLbk) ∈ [0, 1]. The combination of the different mLbk and vLbk in grid

manner leads to a global action descriptor Gb defined as follows:

Gb = (mLb1,mLb2, ...,mLbnr×nθ ,vLb1,vLb2, ...,vLbnr×nθ). (4.2.6)

Knowing that we have 64 bins, we obtain a 128 (2 × 64) dimensional vector for the action

description. The concatenation of mLbk and vLbk in a certain order starting from the small

radius and going in the opposite direction of clockwise will lead to Gb. Fig 4.2.3 shows an

example of active bins in a hand-waving action video frame. Active bins are colored in white

which means the presence of edge points, and dark bins mean the absence of edge points

(inactive bins).
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Figure 4.2.3 – An example of ASC for hand wave action. (a) current frame, (b) ASC display.

Figs. 4.2.4 and 4.2.5 show two different examples of actions and their calculated ASC. Fig.

4.2.4 shows ASC for in-place actions hand-clapping and hand-waving carried out by different

subjects but starting at the same pose. We can notice the evolution of ASC content as the

action goes through. Fig. 4.2.4 shows ASC for actions with displacement, namely walking

and running. The final ASC for the action examples in hand waving, hand clapping, walking

and running calculated by Eq. (4.2.4) are shown in Fig.4.2.6. Each bin contains the mean

variation for each action though the video sequence.
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Frame1 Frame1

Frame 5 Frame 5

Frame 8 Frame 8
(a) (b)

Figure 4.2.4 – Action Frames examples and their corresponding ASC for frames 1, 5 and 8 for
actions: (a): hand waving and (b) hand clapping.



CHAPTER 4: Single action and interaction recognition 90

(a) (b)

Figure 4.2.5 – Action frames examples (a) and their corresponding ASC (b). From top to
down, frames correspond to walk and run actions, respectively.
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Figure 4.2.6 – Mean of ASC for the video sequences in actions: (a) hand waving, (b) hand
clapping, (c) walking and (d) running.

ASC refinenment using restricted Boltzmann machines

To ensure optimal high-level representation of actions, we added a layer of dimensionality

reduction using restricted Boltzmann machines (RBM) [183]. We recall that RBM [183] is

a generative stochastic artificial neural network that learns a probability distribution over its

input data with the restriction that there is no within-layer connections. It contains a set of

visible units v ∈ {0, 1}D, and a set of hidden units h ∈ {0, 1}P . An energy function E is

defined for each joint configuration (v, h) of the visible and hidden units as follows:

E(v, h) = −
∑
i∈data

bivi −
∑

j∈features

bjhj −
∑
i,j

vihjwij. (4.2.7)
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bi and bj represent the biases of visible and hidden units, respectively, and wi,j represents the

weight between them. RBM can be used as a non-linear dimensionality reduction algorithm

[184]. It transforms features from the input data into a lower dimensional space by capturing

the dependencies between the different features. In our case, the RBM uses 64 hidden units

to process the 128 dimensions of ASC descriptor. Then, we use the output of RBM to action

classification using the FR-MKLR model.

4.2.3 Experimental results

In this experiment, we use three datasets to evaluate our method for action recognition on three

standard datasets, nemaly KTH [34], UIUC [49] and the I3DPost [61]. Each dataset contains

a single person performing basic actions (examples of actions are shown in Fig.4.2.7). The

description of each dataset is as follows:

• KTH contains 6 type of actions (walking, jogging, running, boxing, hand waving (HW),

hand clapping (HC)) performed several times by 25 subjects in 4 different scenarios:

outdoors, outdoors with scale variation, outdoors with different clothes, and indoors,

the total of 600 videos. For our experiments we use 180 videos with 30 videos per class.

• UIUC consists of 14 actions (walking, running, jumping, waving, jumping jacks (JJ ),

clapping, jumping from sit up (JS), raising one hand (RH), stretching out, turning, sit-

ting to standing (SS1), crawling, pushing up, standing to sitting (SS)) performed by 8

subjects in total it contain 532 videos. For this dataset, we use 24 examples for each

class.

• I3DPost contains multi-view actions of 768 videos captured with 8 cameras and per-

formed by 8 subjects ( 2 females and 6 males) for 12 actions (bend, hand wave (HW),

jump, jump in place (JP), run, walk, run-fall (RF), run-jump-walk (RJW), sit-stand-up

(SS), walk-sit (WS), handshake, pull). Note that since we aim to classify only single
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person action, we removed the last two actions (handshake, and pull) from our tests and

we use one view for each action and a total of 8 examples per class.

(a) KTH datset

(b) UIUC dataset

(c) i3dPOST dataset

Figure 4.2.7 – Examples of action datasets.

We first extract ASC features from the videos in each dataset. Examples of resulting descrip-

tors are shown in Fig.4.2.8 where the blue color represents the zero or very low values of
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the descriptor (i.e., absence or small variation of motion in the bin), and colors ranging from

yellow to red represent the most important values of descriptor (i.e., presence of motion in

the considered bin). This allows to visualize the variability and the sparseness of the action

descriptor.

For evaluation, we follow the same procedure as for simulated data by using holdout method

for assessing methods performance. We use cross-validation for fixing the hyper-parameters

of the FR-MKLR model. Then for each dataset, we randomly generated 5 groups for learning

the model and 5 groups for testing and we average the values of CA among the 5 groups as

follows: 1− 1
5

∑5
i=1

n
(i)
l

Nl
(for training) and 1− 1

5

∑5
i=1

n
(i)
t

Nt
(for testing), whereNl andNt are the

size of a learning and testing groups in a datasets containing N data points (N = Nl+Nt) and

n
(i)
l and n(i)

t are the number of badly classified points in the learning and testing sets generated

in the ithe split, respectively.
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(c) i3dPOST

Figure 4.2.8 – Action Shape Context (ASC) obtained for KTH, UIUC and I3Dpost datasets.

Table 4.2.2 gives average values of CA obtained using the three datasets for the compared

methods. These include fr-MKLR, MKLR, KSVM, and LASSO using our action descrip-

tion based on SCD and the baseline and recent methods described in Chapter 2 section 2.1

for each dataset, namely: interest points + KSVM [34], interest points + pLSA and LDA

[66], space-time features + SVM [32], Optical flow + KNN [185], local space-time features
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+ part-based model + multi-task learning [50], parameterized representation + discriminative

classifiers [186], dense trajectories + SVM [187] and recent results using convolutional neural

networks [102, 101, 99, 100, 11] for KTH. Optical flow + Correlated Topic Model (CTM)

[188], spatiotemporal volumes + KNN [49], dense trajectories + motion boundary histogram

+ SVM [5] and depth map + skeleton structure + multi-kernel learning [189] for UIUC. and

For i3DPost multi-view dataset, comparison is made with reported results in [190] using 3D

motion context (3D-MC) and harmonic motion context (HMC)+ normalized correlation, mo-

tion context (MC) and transform surface (RT) + SVM [191] and discrete Fourier transform

(DFT) + cosine similarity [61] using only 5 among the 12 actions of the dataset.

We can note that fr-MKLR outperforms almost all methods for the KTH and UIUC datasets.

For KTH, authors in [187, 50, 186] have improved the video descriptors to boost the per-

formance of action recognition. Therefore, they obtained better performance than fr-MKLR.

However, by applying the RBM, we obtained the best performance among all methods. The

same performance has been obtained for the UIUC dataset. For i3DPost dataset, [191] has

obtained higher performance than our method. This is partly due to the quality of the features

used in [191] which take into account the multi-view setting of the dataset. Indeed, 3D mo-

tion context (MC) using all views information in [190] and MC with discriminative views in

[191] perform well than using the same features for all the views. Nonetheless, the application

of RBM has improved considerably our results. Finally, we must put on emphasis the perfor-

mance gap between RBM+MKLR and RBM+fr-MKLR. Indeed, the majority of deep learning

methods apply softmax functions (e.g., MKLR) on the top layer of the network for classifi-

cation. Given the obtained performance by fr-MKLR over MKLR, our method constitutes a

good alternative for softmax functions in classification problems using DNNs.
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Table 4.2.2 – Average classification accuracy obtained by compared methods for three data
base: KTH(6 classes), UIUC(14 classes) and i3dpost(10 classes), LOO means Leave one Out
and (-) means values not reported in the original papers.

Dataset Methods Evaluation method Learning Accuracy (%) Testing Accuracy (%)
Banerjee et al. [100] random splits - 90

Charalampous et al.[102] random splits - 91.99
Ji et al.[11] random splits - 90.2

Kai et al. [101] random splits - 88.76
Laptev et al. [34] random splits - 91.8

Li et al.[187] random splits - 97.6
Liu et al.[50] random splits - 94.3

Niebles et al. [66] LOO - 83.33
KTH Ravanbakhsh et al.[99] LOO - 94.1

Schuldt et al.[32] random splits - 71.7
Yang et al.[185] one clip - 75
Yuan et al.[186] random splits - 96.3

LASSO random splits 74.69 40
KSVM random splits 94.44 76.67
MKLR random splits 97.14 87.77

RBM +MKLR random splits 100 98.52
fr-MKLR random splits 100 93.34

RBM +fr-MKLR random splits 100 98.59
Hong et al.[188] random splits - 93.3
Lin et al.[189] LOO - 98.7
Liu et al.[49] LOO - 93.5

UIUC Wang et al.[5] random splits - 97.1
LASSO random splits 86.16 61
KSVM random splits 95.98 92.26
MKLR random splits 94.05 95.60

RBM +MKLR random splits 95.71 96.25
fr-MKLR random splits 97.02 98.84

RBM +fr-MKLR random splits 96.61 99.46
Holte et al.[190] 3D−MC LOO - 80

– 3D−MC−mean LOO - 77.50
– HMC LOO - 76.25

– HMC−mean LOO - 68.75
Spurlock et al.[191] RT 2-fold cross-validation - 73.75

I3d actions – MC 2-fold cross-validation - 96.25
LASSO random splits 77.56 67.20
KSVM random splits 93.64 72
MKLR random splits 80.91 68.80

RBM +MKLR random splits 94.40 88.68
fr-MKLR random splits 98.91 77.60

RBM +fr-MKLR random splits 94.40 90

Figures 4.2.9, 4.2.10 and 4.2.11 show the best results obtained using ASC+fr-MKLR on the
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KTH, UIUC and I3DPost datasets respectively. However, we can observe some confusion be-

tween actions in each confusion matrix. For example confusion between hand clap and hand

wave on KTH and UIUC confusion matrix, and confusion between sit-stand-up and bend on

I3DPost confusion matrix. This similarity can be explained by the similarity in pose variation

when performing the action by different agents. Similarities between run-jump-walk, walk

and walk-site and between run and run-full are due to the shared action between the com-

posed action. Therefore, including these confusions we achieved a classification accuracies of

94.44% , 97.14% and 86% for KTH, UIUC and I3DPost respectively
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Figure 4.2.9 – Confusion matrix showing results on the KTH dataset using ASC+fr-MKLR
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Figure 4.2.10 – Confusion matrix showing results on the UIUC dataset using ASC+fr-MKLR
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4.3 Two-person interaction recognition

Daily activity do not constitute only in performing single actions, we are constantly interacting

with objects and peoples. In group activity recognition, one must take into account all persons

present in the scene and study individually their actions and their interactions with the envi-

ronment (other persons and/or objects) [118, 119]. Many methods were suggested to describe

two persons interaction, those descriptors are calculated from spatiotemporal interest points,

SIFT, human pose, skeleton joints position and dense trajectories [120, 13, 127, 14, 124]. In

this section we propose to recognize two persons interaction by analyzing gestures generated

by each person over time. Since gestures are related to local motion of body parts, we build

a representation based on body parts trajectories. These are extracted by tracking over time

body joints position using the method proposed in [59]. We then combine shape and motion

descriptors to build a feature group corresponding to each trajectory. Note that, contrarily to

action recognition, no periodicity of movement is required here. Finally, based on the pro-

posed interaction representation, we use GFR-MKLR to identify relevant groups of features,

in this case the relevant trajectories, that discriminate between different interaction types. The

different steps required for our interaction recognition approach are shown in Figure 4.3.1.

Figure 4.3.1 – Our framework of human interaction recognition.

4.3.1 Preprocessing: Human joints extraction

This step is required in interaction recognition between two persons. We extract trajectories of

body parts by tracking human joints over video frames using the algorithm proposed in [59].
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In that algorithm, human pose estimation is performed using a representation based on the

deformable part model [192]. To address problems related to limbs appearance variations due

clothing, body chape, viewpoint and foreshortening, the authors propose using a mixture of

non-oriented pictorial structures. This flexible mixture model jointly captures spatial relations

between part locations and co-occurrence relations between parts, thus augmenting pictorial

structure models that encode spatial relations. Examples of pose estimation are shown in

Figure 4.3.2.

(a) (b)

Figure 4.3.2 – An example of human pose estimation for hand wave and run actions. (a):
point, (b): kick.

4.3.2 Trajectory extraction and representation

Instead of using dense trajectories, we propose to recognize two persons interaction by analyz-

ing trajectories generated by the motion of human joints over time in two cases: 7 and 14 key

joints per person in the video which gives 14 and 28 trajectories per interaction respectively.

To do this, for an input video V with T frames, we extract the trajectory for detected key

points corresponding to a set of human joints J. For this purpose, we track each joint over

video frames Ft, t ∈ {1, ..., T} using the algorithm proposed in Yang et al.. In the case of 7

detected joints per person in the video, tracked joints are ordered as follow: head (H), right

shoulder (RS),right hand (RH), right foot (RF) ,left shoulder (LS), left hand (LH) and left
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foot (LF). Each detected joint is tracked over the video frames. Since we are dealing with

two persons interaction we have a total of 14 joints at each frame, the concatenation of joints

locations (l1, l2, ..., lT ) with lt = (xt, yt) form the interaction trajectories trJi , i ∈ {1, ..., 14}

(7 trajectories per person).

To better study the influence of different body parts trajectories for discrimination between

different interactions, we increase the number of joints by adding neck (N), right and left

elbows (RE,LE), right and left hip (RHi, LHi), and knee joints for each person. This gives 28

trajectories in each video frame ((14 trajectories per person)) in the following order: head (H),

neck (N), right shoulder (RS),right elbow (RE), right hand (RH), right hip (RHi), right knee

(RK), right foot (RF) ,left shoulder (LS), left elbow (LE) left hand (LH), left Hip (LHi), left

knee (LK) and left foot (LF). In order to eliminate false joints detections over frames, we use a

median filter to smooth the resulting trajectories. The static joints which give points or small

trajectories are retained since the goal is to prove the contribution or not of a joint movement

to discriminate between different interactions.

In Figure 4.3.3 we show examples of extracted trajectories for punch, kick and point interac-

tions in both cases 14 and 28 trajectories per interaction.

From each trajectory trJi , two features are computed to describe their shape and motion.

Given a trajectory of length T, its shape is described by computing the displacement according

x and y coordinate: (∆l1,∆l2, ...,∆lT−1), with ∆lt = (∆lxt ,∆lyt) = (xt+1 − xt, yt+1 − yt).

The final displacement vectors according to the coordinates x and y are normalized as follow:

Dx,y =
(∆l1,∆l2, ...,∆lT−1)∑T−1

j=1 ‖∆lj‖
, (4.3.1)

The motion of each trajectory is described by a local curvature in space and time coordinates,

respectively, x,y and t [193]. The curvature Ct at each frame t is defined in Eq. (4.3.2)

Ct =
x

′
ty

′′
t − y

′
tx

′′
t

(x
′2
t + y

′2
t + 1)3/2

, (4.3.2)
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Punch Kick Point

Figure 4.3.3 – Examples of extracted trajectories: 14 trajectories (first row) and 28 trajectories
(second row).

with, x′
t, y

′
t, x

′′
t and y

′′
t are the first and second order temporal derivatives of the trajectory

position, with: x′
t = ∆lxt , y

′
t = ∆lyt , x

′′
t = ∆x

′
t, y

′′
t = ∆y

′
t and ∆t = 1 knowing that the

trajectories are extracted over successive frames.

For both shape and motion descriptors, histograms are generated by binning each vector into

10 bins. The normalized histogram of displacement HOD is then obtained by concatenating

the histograms of Dx and Dy as follow HOD = [HODx, HODy]. The shape and the motion

of the given trajectory is then described by a concatenation of normalized histogram of dis-

placement and curvature to form a group of features: [HOD,HOC]. Finally, for each video

two descriptors per trajectory are concatenated following a certain spatial order starting from

right to left and from up to bottom to form the final interaction representation which is used to

classify interactions. The final vector has the following structure:

[(HODtrH , HOCtrH )(p1), (HODtrN , HOCtrN )(p1), ..., (HODtrLF , HOCtrLF )(p1),

HOD(trH , HOCtrH )(p2), ..., (HODtrLF , HOCtrLF )(p2)].
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p1 and p2 refers to person 1 and person 2 in a current video frame. Knowing that we have 10

bins per histogram, this give a description vector of 30 dimensions per trajectory (dimension

of each group), therefore the final interaction vector is for 420 and 840 dimensions for 14 and

28 trajectories per interaction respectively.

4.3.3 Experimental results

To evaluate the performance of our method, we conducted experiments on the UT-interaction

dataset [26] which has two sets of video data set I and set II. The video sequences in set I

are taken in the parking with slightly different zoom rate and static background and Set II

is slightly more challenging with some camera motion. this dataset contains six different

classes of human-human interactions: punch, kick, hand-shake, hug, points and push (see

Figure 4.3.4). As proposed in [26], for two interacting persons we use for each activity the

first four sequences from set I and the first three sequences from set II. This gives 24 and

18 instances from sets I and set II, respectively, with an average number of 40 frames per

video sequence. For each set, we follow the same procedure as for action recognition by

randomly generated 5 groups for learning and 5 groups for testing and we average the obtained

classification accuracy values.
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Figure 4.3.4 – Examples of UT-interaction from set I (first row) and set II (second row).

The obtained average values of CA using UT-interaction dataset are given in Table 4.3.1 for

compared methods. These include GFR-MKLR, MKLR and recent methods described in

Chapter 2 section 2.3, namely: IP + DLN (deep learning network) [130], human joints + SVM

[129], trajectories + pairwise kernels [126], STIP + SVM [26], HOG and HOF + MIL and

SVM [122], 3D HOG + SVM [121], 3D SIFT + KNN and SVM [120], treajectories compo-

nent + context kernel SVM [124], residual networks + LSTM [131] and dense trajectories +

MIL [125].

From the average values of CA, we can note that for set I if we take only the case of 14

trajectories, [131] obtained the highest performance and our method come in the second posi-

tion. This is partially due to the high level features incorporating spatial and temporal features

extracted using residual network and LSTM, however, besides result in [131] our method out-

performs the sited methods for 14 trajectories even if we use simple representation but the

use of GFR-MKLR increase the classification accuracy for set I and set II respectively. When

we increase the number of trajectories per interaction, this add more relevant information to

the descriptor and increase the discrimination between interaction classes, we obtain 100%

accuracy, for both sets.

Figure 4.3.5 shows the best results obtained using our method on the UT-dataset. We can

observe some classification errors between actions in each confusion matrix: between hand
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shake and push on Set1 confusion matrix, and confusion between kick and push on Set II

confusion matrix when we use 14 trajectories to describe interaction. Those similarities can

be explained by the similarity of body parts motion when acting and reaction by different

persons in the sequences.

Since UT-interaction dataset contain 6 classes, the final weights vectors for 14 and 28 trajecto-

ries are of size of 14×5 and 28×5 respectively, obtained weights for punch, kick, hand-shake,

hug, points in the two cases are represented in Figure 4.3.6 . From this figure we can note that

our method has been able to attribute weights for the trajectory according to their discrimina-

tion between interactions.

Table 4.3.1 – Average classification accuracy obtained by compared methods for set I and set
II from UT-dataset, (-) means values not reported in the original papers.

Methods Evaluation method Set I Set II
Berlin and John [130] - 95 88
Meng et al. [129] 10-fold LOOCV 91.81 83.6
Motiian et al. [126] LOOCV 95.08 89.39
Ryoo et al [26] percentage split 91.1 −
Sener et al. [122] 10-fold LOOCV 95 91.67
Sefidgar et al. [121] 10-fold LOOCV 93.3 91
Slimani et al. [120] 5-fold CV 40.63 66.67
Yuan et al. [124] 10-fold LOOCV 78.3 68.2
Zhao et al. [131] random split 98.33 −
Zhang et al. [125] LOOCV 76 78
Kernel logistic regression random split 87.5 83.33
Our method (14 trajectories) random split 95.8 94.44
Our method (28 trajectories) random split 100 100
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Figure 4.3.5 – Confusion matrix showing results in set I and set II for 14 and 28 trajectories
from UT-interaction dataset.
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Figure 4.3.6 – Obtained weights for set I and set II using : (a) 14 trajectories and (b) 28
trajectories respectively per interaction.
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4.4 Conclusion

This chapter has been devoted to the recognition of actions and interactions between two per-

sons in a video sequences. In the first part, we have applied FR-MKLR model for action

recognition by exploiting a new representation named action shape context (ASC) which is

based on spatiotemporal shape context analysis of silhouettes. Experiments using standard

datasets such as KTH , UIUC and the I3DPost have shown that combining ASC and fr-MKLR

gives good results that outperform other methods such as MKLR, KSVM and LASSO and

other state-of-art action recognition methods. In the second part of this chapter, we have in-

vestigated another part of human activity which involves two-persons iterations. To recognize

human interactions, we study the shape and the motion of human joints trajectories to cre-

ate a new descriptor divided into groups of features corresponding to body parts motion. We

then applied the GFR-MKLR model to classify interactions between two persons. Results on

the UT-interaction dataset have showed the effectiveness of our method with 100% accuracy

achieved when increasing the number of trajectories per interaction.



Chapter 5

Conclusion and discussion

In this thesis, we addressed the problem of human activity recognition in a video sequences.

Specifically, we considered the case of single action and two persons interaction recognition.

We focused on two main problems related to the representation and classification which are

important steps in the recognition process. Firstly, due to the high-dimensionality problem, we

proposed a sparse model (fr-MKLR) incorporating directly the relevance of individual features

into the classification process, and we have successfully apply it to recognize single actions

even in datasets with a limited number of training data. Secondly, we generalized our approach

to promote sparsity at the level of groups of features. This model is used to recognize human

interactions in video sequences. We give details of each of these contributions as follows:

In the first contribution, we have proposed the FR-MKLR model incorporating feature rel-

evance in multinomial kernel logistic regression. It consists of using an anisotropic kernel

embedding weights controlling feature contribution in classification. These weights are esti-

mated along the other parameters using training data. Obtained sparse models are less prone

to overfitting and enable better classification generalization in case scarce training data and

the presence of redundant features. Experiments on simulated data as well as standard UCI

datasets have shown that the proposed approach outperforms several standard methods such
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as naive Bayes, MKLR, SMLR, KSVM and LASSO. We then applied fr-MKLR for single

action recognition using action shape context (ASC) to represent actions. The ASC uses the

gravity center of object silhouettes to calculate a shape representation which is invariant to

affine transformations and scale, and allow to capture global and local motion information

for discriminating actions. Experiments have shown that combining ASC and FR-MKLR

outperforms state-of-art classification methods in terms of classification accuracy. Note that

further ASC refinement using restricted Boltzman machines (RBM) have enabled to boost the

classification accuracy in the tested datasets.

In the second contribution, We have generalized FR-MKLR by incorporating group of features

sparsity in multi-class kernel logistic regression (GFR-MKLR). The need for group sparsity

arises in several practical situations where a subset of factors can explain a predicted output

and each factor consists of a group of variables/features. This is reflected in human interac-

tions where motion patterns body parts can be organised into groups corresponding to body

parts gestures(e.g., hands, legs, head, etc.). By describing interactions body parts trajecto-

ries, we applied the GFR-MKLR model for better discrimination of different interactions ac-

cording to the involved gestures. Experiments conducted on the UT-Interaction dataset have

demonstrated the performance of our method with regard to stat-of-art methods in terms of

classification accuracy.

The efficiency of the proposed models is particularly demonstrated for non-linear separable

classes in case of scarce training data and the presence of redundant features. However, as for

any kernel-based method, when the number of training data is very large, computational time

becomes a limitation since the formulation of the models incurs kernel matrix inversions. To

be able to apply it in this case, data reduction using sampling or clustering may be necessary

preprocessing step before classification. Also, for linearly separable data (e.g., text classifica-

tion), FR-MKLR, GFR-MKLR and its competitors MKLR and KSVM, can be less efficient

than their linear counterparts. Finally, we must put on emphasis the performance obtained
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by combining RBM with FR-MKLR in action classification. Indeed, the majority of deep

learning methods apply a softmax function (e.g., MKLR) on the top of the network for gen-

erating class probabilities. Given the obtained performance by FR/GFR-MKLR, a promising

pursuit in the future will be to use FR/GFR-MKLR as an alternative for softmax functions in

classification problems using deep learning architectures. Finally, wether for single actions or

interaction recognition, further tests of our approach on more complex databases presenting

more challenges, such as videos captured in public places with crowded scenes, to show the

performance of our models and their limitations as well.
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APPENDIX

6.1 Derivation of the NLL in Eq. (3.3.8)

Using the posterior probabilities in Eq. (3.3.7), we have:
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where K(i, .), i ∈ {1, ..., n}, denotes the ith row of K, we obtain Eq. (3.3.8).

6.2 Derivation of Eqs. (3.3.13) and (3.3.14)

Given the following derivation:

∂ ln
[
1 + exp(K̃(i, .)a)

]
∂a

=
exp(K̃(i, .)a)

1 + exp(K̃(i, .)a)
K̃(i, .)T = piK̃(., i), (6.2.1)

we have: ∂L/∂a = (−K̃y + K̃p + λK̃a) = K̃c. Using Eq. (3.3.10) and matrix derivation

properties, we have ∀k ∈ {1, ..., d}:

Qk =
∂K̃

∂ψk
=


∂K̃(x1,x2)

∂ψk
. . . ∂K̃(x1,xn)

∂ψk
... . . . ...
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. . . ∂K̃(xn,xn)
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 = K̃ ◦Bk. (6.2.2)

Therefore, we have: ∂L/∂ψk = cTQka + µβexp(−βψk), where Bk is the matrix defined in

Section 3.6. By gathering the elements ∂L/∂ψk in one vector, we obtain Eq. (3.3.14).

6.3 Derivation of Eq. (3.6.6)

First, we have ∂pi/∂a = pi(1 − pi)K̃(i, .). Then, the Hessian of the NLL with respect to the

elements of a is given by:

H = (KWK + λK̃), (6.3.1)
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where W = diag[p1(1− p1), p2(1− p2), ..., pn(1− pn)]. Also, note that ∀k, ` ∈ {1, ..., d} and

∀i ∈ {1, ..., n}:
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Therefore, we can build the matrices T and M containing the mixed derivatives as follows:

Tk` =
∂2L

∂ψk∂ψ`
=

{
[QkWa]TQka + cTSka− µβ2exp(−βψk) if k = `
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where Sk = K̃◦ (Dk +Bk ◦Bk) and Dk is an n×n matrix where Dk(r, s) = −(xr,k−xs,k)2.

By putting together the elements of H, M and T, we obtain the Hessian of Eq. (3.6.6).
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